
Controllability of Boussinesq flows driven by
finite-dimensional and physically localized forces

Manuel Rissel ∗

Abstract

We show approximate controllability of Boussinesq flows in T2 =

R2/2𝜋Z2 driven by finite-dimensional controls that are supported in any
fixed region ω ⊂ T2. This addresses a Boussinesq version of a question by
Agrachev and provides a first example of fluid PDEs controllable in that
sense. In particular, we add in this context to results obtained for the Navier–
Stokes system by Agrachev-Sarychev (Comm. Math. Phys. 265, 2006), where
the controls are finite-dimensional but not localized in physical space, and
Nersesyan-Rissel (Comm. Pure Appl. Math. 78, 2025), where physically
localized controls admit for special ω a degenerate but not finite-dimensional
structure.

For our proof, we study controllability properties of tailored convection
equations governed by time-periodic degenerately forced Euler flows that
provide a twofold geometric mechanism: transport of information through ω

versus non-stationary mixing effects transferring energy from low-dimensional
sources to higher frequencies. The temperature is then controlled by using
Coron’s return method, while the velocity is mainly driven by the buoyant
force.

When ω contains two cuts of the torus and a closed square of side-
length 𝐿, our approach yields explicit control spaces for the velocity and
temperature of dimensions 2 + 18⌈2𝜋/𝐿⌉2 + 8⌈2𝜋/𝐿⌉4 and 2 + 8⌈2𝜋/𝐿⌉2,
respectively.
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1 Introduction

Let T2 = R2/2𝜋Z2 and fix a nonempty open set ω ⊂ T2. The objective of
this work is to study the propagation of degenerate forces localized in ω under
the dynamics of Boussinesq flows to rich sets in the state space. Given any time
𝑇 > 0, we consider the velocity 𝑢, temperature 𝜃, and pressure 𝑝 describing the
motion of an incompressible fluid modeled by the 2D Boussinesq system. That is,
𝑢 : T2 × (0, 𝑇) −→ R2 and 𝜃, 𝑝 : T2 × (0, 𝑇) −→ R satisfy in T2 × (0, 𝑇) the initial
value problem

𝜕𝑡𝑢 − 𝜈Δ𝑢 + (𝑢 · ∇) 𝑢 + ∇𝑝 = 𝜃𝑒2 + 𝑓 + Iω𝜉,
div(𝑢) = 0,

𝜕𝑡𝜃 − 𝜏Δ𝜃 + (𝑢 · ∇)𝜃 = 𝑔 + Iω𝜂,
𝑢(·, 0) = 𝑢0, 𝜃 (·, 0) = 𝜃0,

(1.1)
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where 𝜈 > 0 and 𝜏 > 0 specify the viscosity and thermal diffusivity, I𝑆 denotes the
indicator function of a set 𝑆, the unit vector 𝑒2 = (0, 1) points in the direction of
gravity, 𝑢0 and 𝜃0 are the initial states, 𝑓 and 𝑔 are known forces, and 𝜉 and 𝜂 are
the to-be-determined controls. For further background on the Boussinesq system,
which is relevant to the study of geophysical phenomena, turbulent flows, and other
topics, we refer to [7, 21, 35].

As made precise in Corollary 1.2 below, the meaning of approximate controlla-
bility of (1.1) can be sketched as follows. For any approximation accuracy 𝜀 > 0,
time 𝑇 > 0, initial- and target states (𝑢0, 𝜃0) and (𝑢1, 𝜃1), parameters 𝜈, 𝜏 > 0, and
forces ( 𝑓 , 𝑔), there exist controls (𝜉, 𝜂) such that

∥𝑢(·, 𝑇) − 𝑢1∥ + ∥𝜃 (·, 𝑇) − 𝜃1∥ < 𝜀,

where ∥ · ∥ denotes suitable norms. In particular, this is a global (large data) notion
of controllability.

To achieve this with finite-dimensional controls means that there are universal
numbers 𝑑1, 𝑑2 ∈ N and functions 𝜉1, . . . , 𝜉𝑑1 : T2 −→ R2 and 𝜂1, . . . , 𝜂𝑑2 : T2 −→
R, which depend on the fixed choice of ω but are independent of 𝜈, 𝜏, 𝜀, and all
data in (1.1), such that 𝜉 and 𝜂 have for each 𝑡 ∈ [0, 𝑇] the form

𝜉 (·, 𝑡) = 𝛼1(𝑡)𝜉1 + · · · + 𝛼𝑑1 (𝑡)𝜉𝑑1 ,

𝜂(·, 𝑡) = 𝛽1(𝑡)𝜂1 + · · · + 𝛽𝑑2 (𝑡)𝜂𝑑2

with control coefficients

𝛼1, . . . 𝛼𝑑1 , 𝛽1, . . . , 𝛽𝑑2 : [0, 𝑇] −→ R.

The numbers 𝑑1, 𝑑2 and profiles 𝜉1, . . . , 𝜉𝑑1 , 𝜂1, . . . , 𝜂𝑑2 must remain unchanged
when varying the viscosity, thermal diffusivity, approximation accuracy, initial- and
target states, and prescribed body forces. Only the control coefficients 𝛼1, . . . 𝛼𝑑1

and 𝛽1, . . . , 𝛽𝑑2 in the representations of 𝜉 and 𝜂 can be chosen in dependence
on the data in order to influence the final state of the solution to (1.1). This
translates to the goal of constructing universal finite-dimensional vector spaces
ℱ𝓋 ⊂ 𝐶∞(T2;R2) and ℱ𝓉 ⊂ 𝐶∞(T2;R) of functions supported in ω such that (1.1)
is approximately controllable in time 𝑇 > 0 with controls that satisfy 𝜉 (·, 𝑡) ∈ ℱ𝓋

and 𝜂(·, 𝑡) ∈ ℱ𝓉 for 𝑡 ∈ [0, 𝑇].
For the Navier–Stokes system on the torus driven by finite-dimensional but

not physically localized forces, approximate controllability has been shown first
in [2, 3] via the Agrachev-Sarychev method. Controllability by physically localized
but not finite-dimensional controls on the torus is known due to [11, 24], where
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Coron’s return method is used. Whether approximate controllability holds with
controls that are both finite-dimensional and physically localized constitutes an
open problem posed by Agrachev for the Navier–Stokes system (c.f. [1, Section
7]). Also for other fluid models, questions of this type have remained unanswered
until the present work. Here, we give a positive answer for the planar Boussinesq
system.

1.1 Notation

Function spaces. Given 𝑚 ∈ N0 ≔ N∪{0}, and writing 𝐻avg for the 𝐿2(T2;R)-
functions with zero average, we denote the 𝐿2-based Sobolev spaces of divergence-
free vector fields and of zero average scalar functions

𝐻 ≔
{
𝑓 ∈ 𝐻2

avg | ∇ · 𝑓 = 0 in T2} , 𝑉𝑚 ≔ 𝐻𝑚(T2;R2) ∩ 𝐻,

𝐻𝑚 ≔ 𝐻𝑚(T2;R) ∩ 𝐻avg,

where 𝐻𝑚 and 𝑉𝑚 are endowed with the usual norms ∥ · ∥𝑚 of 𝐻𝑚(T2;R)
and 𝐻𝑚(T2;R2) respectively. Further, we say that 𝑓 ∈ 𝐿2((0, 𝑇);𝐶∞(T2;R𝑁 )),
with 𝑇 > 0 and 𝑁 ∈ {1, 2}, when 𝑓 ∈ 𝐿2((0, 𝑇); 𝐻𝑚(T2;R𝑁 )) for all 𝑚 ∈ N.
Throughout, the Lebesgue measure is normalized such that

∫
T2 𝑑𝑥 = 1.

Flow maps. Let 𝑇 > 0 and 𝑣 be a continuous map T2 × [0, 𝑇] −→ R2 that
is Lipschitz continuous in the space variables with time-independent Lipschitz
constant. Then, the Cauchy–Lipschitz theorem provides for each 𝑥 ∈ T2 and
𝑠 ∈ [0, 𝑇] a unique solution Φ𝑣 (𝑥, 𝑠, ·) : [0, 𝑇] −→ T2 to the initial value problem

d
d𝑡
Φ𝑣 (𝑥, 𝑠, 𝑡) = 𝑣(Φ𝑣 (𝑥, 𝑠, 𝑡), 𝑡), Φ𝑣 (𝑥, 𝑠, 𝑠) = 𝑥. (1.2)

We call Φ𝑣 the flow of 𝑣 and note that Φ𝑣 (Φ𝑣 (𝑥, 𝑠, 𝑟), 𝑟, 𝑡) = Φ𝑣 (𝑥, 𝑠, 𝑡) for
all 𝑥 ∈ T2 and 𝑟, 𝑠, 𝑡 ∈ [0, 𝑇]. When 𝐴 ⊂ T2 and 𝐼, 𝐽 ⊂ [0, 𝑇], we write
Φ𝑣 (𝐴, 𝐼, 𝐽) ≔ {Φ𝑣 (𝑥, 𝑠, 𝑡) | 𝑥 ∈ 𝐴, 𝑠 ∈ 𝐼, 𝑡 ∈ 𝐽}.

Div-curl problems. For sufficiently regular 𝑈 = (𝑈1,𝑈2) : T2 −→ R2, the
“curl” of 𝑈 is defined as ∇ ∧𝑈 ≔ 𝜕1𝑈2 − 𝜕2𝑈1. Moreover, for 𝑧 ∈ 𝐻𝑚, 𝑚 ∈ N0,
and 𝐴 ∈ R2, we denote by Υ(𝑧, 𝐴) ∈ 𝐻𝑚+1(T2;R2) the unique solution to the
div-curl problem

∇ · Υ(𝑧, 𝐴) = 0, ∇ ∧ Υ(𝑧, 𝐴) = 𝑧 (1.3)
that satisfies

∫
T2 Υ(𝑧, 𝐴) (𝑥) 𝑑𝑥 = 𝐴. One can express Υ as Υ(𝑧, 𝐴) = ∇⊥𝜙 + 𝐴,

where the stream function 𝜙 solves Poisson’s equation Δ𝜙 = −𝑧 in T2 and
∇⊥𝜙 ≔ (𝜕2𝜙,−𝜕1𝜙). When 𝐴 = 0, we abbreviate Υ(𝑧) = Υ(𝑧, 0).
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1.2 Main results

The following Theorem is our main contribution. It provides quick approximate
controllability for the temperature, while keeping the velocity close to its initial
state. At this point, additional regularity properties of the data are assumed; these
assumptions will be relaxed due the parabolic smoothing effects exhibited by (1.1).
The full approximate controllability of the Boussinesq system is stated below in
Corollary 1.2.

Theorem 1.1. There are finite-dimensional spaces ℱ𝓋 ⊂ 𝐶∞(T2;R2) and ℱ𝓉 ⊂
𝐶∞(T2;R) ∩ 𝐻avg such that the following statement holds. For any given data

𝜈, 𝜏, 𝜀, 𝑇 > 0, 𝑚 ∈ N, 𝑢0 ∈ 𝑉𝑚+2, 𝜃0, 𝜃1 ∈ 𝐻𝑚+2,

𝑓 ∈ 𝐿2((0, 𝑇);𝑉𝑚), 𝑔 ∈ 𝐿2((0, 𝑇); 𝐻𝑚),

there exists 𝛿0 > 0 so that for each 𝛿 ∈ (0, 𝛿0) there are 𝜉 ∈ 𝐿2((0, 𝛿);ℱ𝓋) and
𝜂 ∈ 𝐿2((0, 𝛿);ℱ𝓉) for which the associated solution

(𝑢, 𝜃) ∈ 𝐶0( [0, 𝛿]; 𝐻𝑚(T2;R2) × 𝐻𝑚) ∩ 𝐿2((0, 𝛿); 𝐻𝑚+1(T2;R2) × 𝐻𝑚+1)

to the Boussinesq problem (1.1) satisfies

∥𝑢(·, 𝛿) − 𝑢0∥𝑚+1 + ∥𝜃 (·, 𝛿) − 𝜃1∥𝑚+1 < 𝜀.

The proof of Theorem 1.1 is organized as follows. In Section 2, a controlla-
bility result for transport problems with generating drift is recalled. In Section 3,
approximate controllability via finite-dimensional and physically localized forces
is established for a specially constructed convection problem. The argument is
completed in Section 4.1.

As a corollary of Theorem 1.1, we can conclude also the approximate con-
trollability of both the temperature and the velocity in arbitrary time, and for less
regular initial states. A sketch of this argument, which will be given in more detail
in Section 4.2, goes as follows.

1) Let 𝑚 ∈ N, 𝑓 ∈ 𝐿2((0, 𝑇);𝑉𝑚), and 𝑔 ∈ 𝐿2((0, 𝑇); 𝐻𝑚). By the well-
posedness of the 2D Boussinesq system, one can choose 𝜎 > 0 so small that, if an
uncontrolled solution (𝑢, 𝜃) to (1.1) is issued at 𝑡 = 𝑡0 from the 𝜀/2-neighborhood
of (𝑢1, 𝜃1) in 𝑉𝑚+1 × 𝐻𝑚+1, then (𝑢, 𝜃) (·, 𝑡) remains in the 𝜀-neighborhood of
(𝑢1, 𝜃1) in 𝐻𝑚+1(T2;R2) × 𝐻𝑚+1(T2;R) for all 𝑡 ∈ [𝑡0, 𝑡0 + 𝜎]. Thus, to control
the system in any given time 𝑇 > 0 and with less regular initial states, one can first
issue a trajectory of (1.1) in the Leray-Hopf weak sense from (𝑢0, 𝜃0) ∈ 𝐻 × 𝐻avg
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at time 𝑡 = 0 with zero controls (𝜉 = 0, 𝜂 = 0). By parabolic regularization effects,
available due to the choice of forces 𝑓 ∈ 𝐿2((0, 𝑇);𝑉𝑚) and 𝑔 ∈ 𝐿2((0, 𝑇); 𝐻𝑚),
this trajectory will belong to 𝑉𝑚+2 × 𝐻𝑚+2 at almost all times 𝑡 > 0. Then, starting
from 𝑡 = 𝑇 −𝜎 one employs the actual control strategy; we refer also to the similar
situations in [38, 40, 41].

2) To steer also the velocity approximately to any given target, and not only
the temperature, a mechanism from [40] can be applied, relying on several scaling
limits and the fact that the set ℰ, defined as

ℰ ≔
{
𝑞0 + (Υ(𝑞1) · ∇) 𝑞1 + (Υ(𝑞2) · ∇) 𝑞2 | 𝑞0, 𝑞1, 𝑞2 ∈ spanRℰ0

}
,

ℰ0 ≔ {sin(𝑥 · 𝑛), cos(𝑥 · 𝑛) | 𝑛 ∈ N × N0} ,
(1.4)

contains ± sin(𝑥 ·𝑛) and ± cos(𝑥 ·𝑛) for all 𝑛 ∈ Z2\{0}; c.f. [3] and also [40, Lemma
3.5]. More precisely, given any 𝑞 ∈ 𝐶∞(T2;R) with zero average, it is shown in
[40, Theorem 3.4] that

∇ ∧ 𝑢𝛿 (·, 𝛿) −→ ∇ ∧ 𝑢0 − 𝜕1𝑞 in 𝐻𝑚 as 𝛿 −→ 0,

where (𝑢𝛿 , 𝜃 𝛿) solves (1.1) with zero controls (𝜉, 𝜂) = (0, 0), initial velocity 𝑢0 ∈
𝐻𝑚+2, and initial temperatures of the form 𝜃0 = −𝛿−1𝑞. In addition, the latter
reference provides in 𝐻𝑚 × 𝐻𝑚+1 the convergence

(∇ ∧ 𝑢𝛿 , 𝜃 𝛿) (·, 𝛿) − (𝛿−1/2𝑞, 0) −→ (𝑤0 − (Υ(𝑞) · ∇)𝑞, 𝜃0) as 𝛿 −→ 0,

where (𝑢𝛿 , 𝜃 𝛿) is the solution to (1.1) with zero controls (𝜉, 𝜂) = (0, 0), initial
temperature 𝜃0 ∈ 𝐻𝑚+2, and initial vorticity ∇ ∧ 𝑢0 = 𝑤0 + 𝛿−1/2𝑞 for a given
𝑤0 ∈ 𝐻𝑚+1. Combining iterations of these two convergence results and Theorem 1.1,
one can steer ∇ ∧ 𝑢 arbitrarily fast, and as close as desired in 𝐻𝑚, from any
𝑤0 ∈ 𝐻𝑚+1 to any finite sum of the form

𝑤0 − 𝑞0 −
2𝑁∑︁
𝑖=1

(Υ(𝑞𝑖) · ∇)𝑞𝑖 ,

where 𝑁 ∈ N and 𝑞0, 𝑞1, . . . , 𝑞2𝑁 ∈ spanRℰ0. Owing to the form of ℰ, this
implies approximate controllability for the vorticity. As both convergences from
[40, Theorem 3.4] are uniform with respect to ( 𝑓 , 𝑔) from bounded subsets of
𝐿2((0, 𝑇);𝑉𝑚 × 𝐻𝑚), one can as in [40] define in a piece-wise (in time) manner a
suitably controlled trajectory. Due to Theorem 1.1, the resulting controls are here
finite-dimensional and physically localized.
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Corollary 1.2. Let the spaces ℱ𝓋 ⊂ 𝐶∞(T2;R2) and ℱ𝓉 ⊂ 𝐶∞(T2;R) ∩ 𝐻avg be
obtained via Theorem 1.1. For any given 𝜀, 𝜈, 𝜏, 𝑇 > 0, 𝑘 ∈ N0, 𝑢0 ∈ 𝐻, 𝑢1 ∈ 𝑉 𝑘 ,
𝜃0 ∈ 𝐻avg, 𝜃1 ∈ 𝐻𝑘 , 𝑓 ∈ 𝐿2((0, 𝑇);𝑉max{𝑘−1,1}), and 𝑔 ∈ 𝐿2((0, 𝑇); 𝐻max{𝑘−1,1}),
there exist controls 𝜉 ∈ 𝐿2((0, 𝑇);ℱ𝓋) and 𝜂 ∈ 𝐿2((0, 𝑇);ℱ𝓉) such that the
solution

𝑢 ∈ 𝐶0((0, 𝑇]; 𝐻max{𝑘,2} (T2;R2)) ∩ 𝐿2((0, 𝑇); 𝐻max{𝑘+1,3} (T2;R2)),
𝜃 ∈ 𝐶0((0, 𝑇]; 𝐻max{𝑘,2}) ∩ 𝐿2((0, 𝑇); 𝐻max{𝑘+1,3})

to the Boussinesq problem (1.1) satisfies

∥𝑢(·, 𝑇) − 𝑢1∥𝑘 + ∥𝜃 (·, 𝑇) − 𝜃1∥𝑘 < 𝜀.

Remark 1.3. To simplify the presentation of our contributions, we prescribe zero
average initial- and target states in Theorem 1.1 and Corollary 1.2. However, our
approach also works for initial- and target states of non-zero average, possibly
requiring the addition of a two-dimensional space to ℱ𝓋 and of a one-dimensional
space to ℱ𝓉. This is explained in Remark 4.7 at the end of Section 4.2. It is worth
noting that velocity controls cannot be divergence-free in general, as this function
class may leave the velocity average invariant. E.g., for simply-connected ω, one
has

div(𝜉) = 0 ∧ supp(𝜉) ⊂ ω =⇒ ∃ periodic 𝜙 : 𝜉 = ∇⊥𝜙

=⇒ 𝑑

𝑑𝑡

∫
T2
𝑢 · 𝑒1 𝑑𝑥 =

∫
T2
(𝜈Δ𝑢 · 𝑒1 − (𝑢 · ∇) 𝑢 · 𝑒1 − 𝜕1𝑝 + 𝜕2𝜙) 𝑑𝑥 = 0,

obstructing approximate controllability when
∫
T2 𝑢0(𝑥) · 𝑒1 𝑑𝑥 ≠

∫
T2 𝑢1(𝑥) · 𝑒1 𝑑𝑥 for

𝑒1 = (1, 0). The controls obtained here are in any case not divergence-free, which
is however in alignment with the existing literature on controllability properties of
incompressible fluids driven by physically localized forces; see also the references
in Section 1.5.

Remark 1.4. The controls in Theorem 1.1 and Corollary 1.2 can be chosen smooth
in time, using a density argument and the stability of solutions to the Boussinesq
system with respect to small perturbations of the forces.

1.3 Overview of the approach

We start with a so-called “generating” vector field 𝑢★ that has small uniform
norm (depending only on ω) and is constructed from an observable family as
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described in Definition 2.3. This notion of observability, first introduced in [29] for
the study of randomly forced PDEs, induces a certain type of non-stationary mixing
effect, propagating energy created by low-dimensional forces to higher frequencies.
Choosing 𝑢★ of small norm ensures that its flow cannot transport information in
a fixed time over large distances, which will be crucial for the definition of our
localized controls. Then, having a linearized and inviscid version of the temperature
equation from (1.1) in mind, we consider on a small time interval [0, 𝑇★] the
transport problem

𝜕𝑡𝑣 + (𝑢★ · ∇)𝑣 = 𝑔★ (1.5)

for which approximate controllability by means of low-dimensional controls 𝑔★

without physical localization is known; since 𝑔★ can act everywhere in T2, the
small uniform norm of 𝑢★ is not an obstruction. Based on this, we construct a
universal vector field 𝑈, depending only on ω, such that approximate controllability
also holds for

𝜕𝑡𝑉 + (𝑈 · ∇)𝑉 = Iω𝐺 (1.6)

with a finite-dimensional control 𝐺. Up to a few technical details, the force 𝐺 will
on the reference time interval [0, 1] be given by

𝐺 (𝑥, 𝑡) = 𝜇(𝑥)
𝑀∑︁
𝑖=1
I[𝑡𝑖𝑎 ,𝑡𝑖𝑏 ]

(𝑡)𝑔★(𝑥 − 𝑆𝑖 , 𝑡 − 𝑡𝑖𝑎), (1.7)

where 𝑔★ is a low-dimensional control for (1.5), 𝑀 is a number depending only
on the geometry of the control region, 𝜇 is a particular cutoff supported in ω,
[𝑡𝑖𝑎, 𝑡𝑖𝑏] ⊂ (0, 1) are disjoint time intervals of length 𝑇★ on which 𝑈 will represent
a physically localized version of 𝑢★(· − 𝑆𝑖 , · − 𝑡𝑖𝑎), and 𝑆𝑖 ∈ R2 are fixed shifts
related to the convection mechanism that 𝑈 provides for times outside [𝑡𝑖𝑎, 𝑡𝑖𝑏]. See
also Figure 1.

The idea is, by a careful construction of 𝑈 involving some geometric consider-
ations, to achieve the rearrangement (see Theorem 3.13)∫ 𝑇★

0
𝑔★(Φ𝑢★ (𝑥, 𝑇★, 𝑠), 𝑠) 𝑑𝑠 =

∫ 1

0
𝐺 (Φ𝑈 (𝑥, 1, 𝑠), 𝑠) 𝑑𝑠,

where Φ𝑢★ and Φ𝑈 are the flows of the vector fields 𝑢★ and 𝑈, respectively. Next,
through a hydrodynamic scaling limit, which is commonly part of the return method
in the context of incompressible fluids (c.f. [10, Chapter 6]), our result for (1.6)
yields finite-dimensional and physically localized controls that steer the temperature
approximately to any target, while the velocity is kept near its initial state. To this
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𝑢
★ on [0, 𝑇★] 𝑔★ on [0, 𝑇★]

A B C

D E F

G H I

1 2 3

4 5 6

7 8 9

𝑈 on [0, 𝑡1𝑎] 𝐺 on [0, 𝑡1𝑎]

− − −

− − −

− − −

𝑈 on [𝑡1𝑎, 𝑡1𝑏] 𝐺 on [𝑡1𝑎, 𝑡1𝑏]

− − −

− A −

− − −

− − −

− 1 −

− − −

𝑈 on [𝑡1
𝑏
, 𝑡2𝑎] 𝐺 on [𝑡1

𝑏
, 𝑡2𝑎]

− − −

− − −

− − −

𝑈 on [𝑡2𝑎, 𝑡2𝑏] 𝐺 on [𝑡2𝑎, 𝑡2𝑏]

− − −

− B −

− − −

− − −

− 2 −

− − −

𝑈 on [𝑡8
𝑏
, 𝑡9𝑎] 𝐺 on [𝑡8

𝑏
, 𝑡9𝑎]

− − −

− − −

− − −

𝑈 on [𝑡9𝑎, 𝑡9𝑏] 𝐺 on [𝑡9𝑎, 𝑡9𝑏]

− − −

− I −

− − −

− − −

− 9 −

− − −

Figure 1: The behavioral patterns of 𝑢★ and 𝑔★ from the convection problem (1.5) are schematically
denoted on a subdivision of the torus by letters from A to I and numbers from 1 to 9, respectively.
It is then indicated how 𝐺 and 𝑈 from (1.6) are obtained with the help of 𝑔★ and 𝑢★. The arrows
indicate how information is propagated along 𝑈 into the control zone (bold center square). In regions
marked with “−”, the flows or controls are inactive.

end, the profile 𝑈 will be used as a reference trajectory (in the return method
sense), satisfying an incompressible Euler system driven by a finite-dimensional
and physically localized force. In addition, 𝑈 has to encode certain non-stationary
mixing effects, like those provided by 𝑢★, to guarantee approximate controllability
of (1.6) by finite-dimensional forces. But, to localize the controls, 𝑈 should also
behave like a gradient flow in the complement of ω, transporting information into
the control region.
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Compared to the Navier–Stokes equations, we can exploit here the buoyant
force to steer the velocity indirectly. To control the velocity directly by using the
return method, we would need to obtain finite-dimensional and physically localized
controls 𝐺 not for (1.6), but instead for the following convection problem with
nonlocal stretching term:

𝜕𝑡𝑉 + (𝑈 · ∇)𝑉 + (Υ(𝑉) · ∇)∇ ∧𝑈 = Iω𝐺, (1.8)

where Υ is the inverse div-curl operator defined in (1.3).

1.4 Explicit representations of ℱ𝓋 and ℱ𝓉 for a class of regions ω

Our proofs of Theorem 1.1 and Corollary 1.2 provide explicit control spaces
for a particular class of control regions. Let T2 \ ω be simply-connected and
contain 𝑝 + [0, 𝐿]2 for some 𝑝 ∈ T2 and 𝐿 > 0. As the control region ω is open, it
can be assumed that 2𝜋/𝐿 ∉ N. Following the explanations in Remarks 3.6 and 4.4
which are given later during the proofs, our constructions of ℱ𝓋 and ℱ𝓉 can be
made entirely explicit in terms of closed formulas. More specifically, the space ℱ𝓋

of smooth functions T2 −→ R2 is spanned by

Λ, (𝑒𝑘 · ∇)∇⊥ [𝜒𝑠𝑙 (· − 𝑆 𝑗)], ∇⊥ [𝜒𝑠𝑙 (· − 𝑆 𝑗)], ∇⊥ [𝜒𝑐𝑙 (· − 𝑆 𝑗)],
Σ, (𝑒𝑘 · ∇)∇⊥ [𝜒𝑐𝑙 (· − 𝑆 𝑗)], Δ∇⊥ [𝜒𝑠𝑙 (· − 𝑆 𝑗)], Δ∇⊥ [𝜒𝑐𝑙 (· − 𝑆 𝑗)],

(∇⊥ [𝜒𝑠𝑘 (· − 𝑆 𝑗)] · ∇)∇⊥ [𝜒𝑠𝑙 (· − 𝑆𝑛)] + (∇⊥ [𝜒𝑠𝑙 (· − 𝑆𝑛)] · ∇)∇⊥ [𝜒𝑠𝑘 (· − 𝑆 𝑗)],
(∇⊥ [𝜒𝑠𝑘 (· − 𝑆 𝑗)] · ∇)∇⊥ [𝜒𝑐𝑙 (· − 𝑆𝑛)] + (∇⊥ [𝜒𝑐𝑙 (· − 𝑆𝑛)] · ∇)∇⊥ [𝜒𝑠𝑘 (· − 𝑆 𝑗)],
(∇⊥ [𝜒𝑐𝑘 (· − 𝑆 𝑗)] · ∇)∇⊥ [𝜒𝑐𝑙 (· − 𝑆𝑛)] + (∇⊥ [𝜒𝑐𝑙 (· − 𝑆𝑛)] · ∇)∇⊥ [𝜒𝑐𝑘 (· − 𝑆 𝑗)]

with indices 𝑘, 𝑙 ∈ {1, 2} and 𝑗 , 𝑛 ∈ {1, . . . , 𝑀}, while the space ℱ𝓉 of smooth
zero average functions T2 −→ R is spanned by

𝜇𝑠𝑙 (· − 𝑆 𝑗) − 𝜇

∫
T2 𝜇(𝑥)𝑠𝑙 (𝑥 − 𝑆 𝑗) 𝑑𝑥∫

T2 𝜇(𝑥) 𝑑𝑥
, 𝜇𝑐𝑙 (· − 𝑆 𝑗) − 𝜇

∫
T2 𝜇(𝑥)𝑐𝑙 (𝑥 − 𝑆 𝑗) 𝑑𝑥∫

T2 𝜇(𝑥) 𝑑𝑥
,

(∇⊥ [𝜒𝑠𝑙 (· − 𝑆 𝑗)] · ∇)𝜇, (∇⊥ [𝜒𝑐𝑙 (· − 𝑆 𝑗)] · ∇)𝜇,
(𝑒𝑙 · ∇)𝜇,

with indices 𝑙 ∈ {1, 2} and 𝑗 ∈ {1, . . . , 𝑀}, and where the yet undefined objects
appearing in the representations above are specified as follows.

• 𝑠𝑙 (𝑥) = sin(𝑥𝑙) and 𝑐𝑙 (𝑥) = cos(𝑥𝑙) for 𝑙 ∈ {1, 2} and 𝑥 = (𝑥1, 𝑥2) ∈ T2.

• 𝑀 is the square of the smallest integer above 2𝜋/𝐿; that is, 𝑀 = ⌈2𝜋/𝐿⌉2.
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• The family of translation vectors (𝑆𝑖)𝑖∈{1,...,𝑀 } ∈ R2 is, as detailed in Section 3,
a enumeration of {𝑝 − (2𝜋(𝑘 − 1)/

√
𝑀, 2𝜋(𝑙 − 1)/

√
𝑀)

��� 𝑘, 𝑙 ∈ {1, . . . ,
√
𝑀}}.

• 𝜇, 𝜒 ∈ 𝐶∞(T2;R) are as defined in Section 3.1, solely depending on ω and
satisfying supp(𝜇) ∪ supp(𝜒) ⊂ ω. See Example 3.1 for a concrete choice.

• The profiles Λ, Σ ∈ 𝐶∞(T2;R2) are curl-free, have linearly independent averages,
and their support is contained in ω (see [41] for an explicit construction).

• 𝑒1 = (1, 0) and 𝑒2 = (0, 1).

The space ℱ𝓋 chosen above is at most (2 + 18⌈2𝜋/𝐿⌉2 + 8⌈2𝜋/𝐿⌉4)-dimensional
and ℱ𝓉 is at most (2 + 8⌈2𝜋/𝐿⌉2)-dimensional. Adding another dimension (for
instance, span 𝜇) to ℱ𝓉 would allow to control also the temperature average.

Remark 1.5. Utilizing Λ and Σ, which have linearly independent averages, one can
adapt the explanations in Remark 4.7 to control (1.1) between states of different
average without having to add more dimensions to ℱ𝓋.

Remark 1.6. When ω is arbitrary, our constructions are explicit up to Lemma 3.2,
which is proved in [24, Lemma 5.1] by a contradiction argument.

1.5 Literature

The approximate controllability of Navier–Stokes and Euler systems driven by
finite-dimensional but not physically localized controls has been established for
the 2D periodic setting via geometric control techniques in [2, 3]. This nonlinear
approach is known as the Agrachev–Sarychev method. In these works, further
considered notions are the controllability of Galerkin approximations and the
controllability in finite-dimensional projections (see also [4]); for an earlier and
different result on the controllability of Galerkin approximations, we refer to [34].
Refinements and extensions (e.g., to 3D) of the Agrachev–Sarychev method have
been developed subsequently; for instance, in the articles [38, 42, 49, 50]. These
ideas principally extend to other domains, provided that certain saturation properties
can be verified. However, this has been done only for special configurations; for
example, when orthonormal bases of trigonometric functions or spherical harmonics
are available. See also [4,47,49,50], and further [43,46] for 2D and 3D rectangular
domains under imposition of a slip boundary condition. We also mention that an
illustration of the Agrachev–Sarychev method for the example of a 1D Burgers
equation is provided by [52], and that Lagrangian and trajectorial controllability
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have been studied in [37] for finite-dimensional controls which may act only through
few components of the Navier–Stokes system posed on the 3D torus. A negative
result regarding the exact controllability of an incompressible Euler problem driven
by finite-dimensional controls is obtained in [51] by a comparison argument for
the Kolmogorov 𝜀-entropy, underscoring that approximate controllability is an
appropriate notion in this context. Let us also point to several applications of
the Agrachev-Sarychev approach to Schrödinger equations, e.g., in [16, 17, 48].
Further, we emphasize that controllability via finite-dimensional controls is related
to the study of ergodicity and other properties of systems driven by degenerate
noise; e.g., see [27, 36] and the recent works [5, 22, 29, 39], noting that [39] treats
Fourier-localized noise multiplied by a cutoff supported in an arbitrary region of
the physical space.

Recently, physically localized controls of a specific degenerate structure have
been obtained in [41] for the 2D incompressible Navier–Stokes system with periodic
boundary conditions. The there-described approach, which already refers to the
notion of observable families and the return method, subsequently inspired a
first approximate (i.e., global) controllability result for the Boussinesq system
driven only by a temperature control [40]. In both references, the controls are
not finite-dimensional but admit explicit representations involving only a finite
number of control coefficients. Moreover, in [41], the control region must contain
two cuts C1 and C2 rendering T2 \ (C1 ∪ C1) simply-connected, while in [40] the
control region must contain a strip that cuts the torus into two doubly-connected
pieces. Contrasting these works, we obtain now truly finite-dimensional controls
that are physically localized. Furthermore, we do not impose any restriction on the
nonempty open subset of T2 containing the support of the controls. To this end, our
strategy relies on several new elements. For example, physically localized controls
are not obtained like in [40, 41] by composing low-dimensional forces with certain
flow maps that spoil their finite-dimensional nature. Instead, we introduce the
tailored transport problem (1.6), which can be controlled by a finite-dimensional
and physically localized force that is patched together from shifted versions of a
frequency-localized control; the existence of such convection problems that are
in addition compatible with the return method is an essential new ingredient.
To achieve the desired effect, we carefully construct the convection profile 𝑈

in (1.6), serving as a return method trajectory and encoding a combination of
several geometric properties preventing it from being constant with respect to the
space variables. This highlights another difference to the aforementioned studies,
which rely on spatially constant return method trajectories, for instance, to handle
a stretching term as in (1.8) or to drive the Boussinesq system only through the

12



temperature.
Regarding less degenerate physically localized distributed- or boundary controls

for the Navier–Stokes system and related models, there is a vast body of literature and
many questions are actively studied. Attention is often paid not only to approximate-
but also to exact controllability properties; for instance, exact controllability to
zero (null controllability) or to trajectories. For problems without diffusion, e.g.,
the Euler equations, exact controllability to any target in the state space might be
possible (see [9, 25]). This distinction of exact controllability notions is related to
the problem of understanding the reachable space; for more background in this
direction, we point to the recent work [18] and the references therein. Aiming
for local (small data) results, many authors have invoked linearization techniques
and developed Carleman estimates for associated linear problems, leading via
local inversion theorems to local exact controllability properties; for instance,
[19, 23, 26], and [12, 20] for controls acting only in few components. By involving
the return method, which exploits the nonlineary of the considered system, global
controllability results, related to questions posed by J.-L. Lions in the 1980s-1990s
(c.f. [33]), have been obtained for the incompressible Euler and Navier–Stokes
equations [8, 9, 11, 13, 14, 25, 31, 32] and other models like the Boussinesq system
and magnetohydrodynamics [6, 24, 28, 30, 44, 45], to name only a few. In these
situations, the main issue is usually approximate controllability, which can be
combined with a local result to achieve global exact controllability to zero or to
trajectories. In particular, the study [13] resolves in both 2D and 3D a Navier slip
version of J.-L. Lions’ famous open problem on the approximate controllability of
the Navier–Stokes system. Namely, the authors impose Navier slip-with-friction
boundary conditions instead of the no-slip boundary condition; similar findings
for the Boussinesq system have been obtained in [6], and [44] demonstrates
approximate controllability only through the temperature for a Boussinesq system
in a planar channel with thermally insulated physical boundaries on two sides
along which the fluid can slip. Concerning the no-slip boundary condition, [14]
establishes global controllability of the Navier–Stokes system in a rectangular
region under the addition of a small phantom force (see [31] for curved boundaries).
We mention also recent achievements of small-time local stabilization for the planar
Navier–Stokes system in [56] and small-time global stabilization for the viscous
Burgers equation with three scalar controls in [15], referring to the bibliographies
of these articles for further references on stabilization problems.
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2 Transport equations with generating drift

In this section, we recall a recent result from [41] on the approximate con-
trollability of transport problems with convection along generating drifts; the
argument goes back to [38] for a 3D linearized Euler problem, based on a notion
of observable families from [29].

To begin with, let K ⊂ Z2 \{0} be a finite set with spanZ(K) = Z2 and consider
the space

ℋ ≔ ℋ(K) ≔ span {𝑠ℓ , 𝑐ℓ | ℓ ∈ K} , (2.1)

where

𝑠ℓ (𝑥) ≔ sin(ℓ · 𝑥), 𝑐ℓ (𝑥) ≔ cos(ℓ · 𝑥)

for 𝑥 ∈ T2 and ℓ ∈ K. Then, observable families are defined as in [38], providing
a stronger version of the concept introduced in [29, Definition 4.1].

Definition 2.1. Given 𝑇 > 0 and 𝑁 ∈ N, a family (𝜙 𝑗) 𝑗∈{1,...,𝑁 } ⊂ 𝐿2((0, 𝑇);R) is
called observable if, for all 𝐽 ⊂ (0, 𝑇), 𝑏 ∈ 𝐶0(𝐽;R), and (𝑎 𝑗) 𝑗∈{1,...,𝑁 } ⊂ 𝐶1(𝐽;R)
it holds

𝑏 +
𝑁∑︁
𝑗=1

𝑎 𝑗𝜙 𝑗 = 0 in 𝐿2(𝐽;R) ⇐⇒ 𝑏 = 𝑎1 = · · · = 𝑎𝑁 = 0.

Remark 2.2. Observable families are known to exist. For instance, one can
construct them using the recipe from [38, Section 3.3].

We call a divergence-free vector field generating if it can be constructed in the
below-described manner from an observable family.

Definition 2.3. Let 𝑇 > 0. We say that 𝑢 ∈ 𝑊1,2((0, 𝑇);𝐶∞(T2;R2)) is generating,
if it has the form

𝑢(𝑥, 𝑡) = 𝜅
∑︁
ℓ∈K

(
𝜓s
ℓ (𝑡)𝑠ℓ (𝑥)ℓ

⊥ + 𝜓c
ℓ (𝑡)𝑐ℓ (𝑥)ℓ

⊥)
(2.2)

for (𝑥, 𝑡) ∈ T2 × [0, 𝑇], where

𝜓s
ℓ (𝑡) ≔ 𝜙(𝑡)

∫ 𝑡

0
𝜙s
ℓ (𝑟) 𝑑𝑟, 𝜓c

ℓ (𝑡) ≔ 𝜙(𝑡)
∫ 𝑡

0
𝜙c
ℓ (𝑟) 𝑑𝑟

and
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• (𝜙s
ℓ
, 𝜙c

ℓ
)ℓ∈K ⊂ 𝐿2((0, 𝑇);R) is an observable family,

• 𝜙 ∈ 𝐶1( [0, 𝑇];R) obeys 𝜙(𝑡) = 0 if an only if 𝑡 = 𝑇 ,

• ℓ⊥ ≔ (−ℓ2, ℓ1) for any ℓ = (ℓ1, ℓ2) ∈ K,

• 𝜅 ∈ R \ {0}.

Remark 2.4. It is convenient for us to keep the parameter 𝜅 in Definition 2.3,
despite its redundancy. In particular, given (𝜙s

ℓ
, 𝜙c

ℓ
)ℓ∈K , 𝜙, and any 𝑅 > 0, a com-

pactness argument allows to ensure max(𝑥,𝑡 ) ∈T2×[0,𝑇 ] |𝑢(𝑥, 𝑡) | < 𝑅 by appropriately
choosing 𝜅.

The next result demonstrates a certain mixing effect that propagates energy
from low frequency (Fourier-localized) sources to higher frequencies. A proof is
given in [41, Theorem 2.6].

Lemma 2.5. Let 𝑇 > 0 and 𝑢 ∈ 𝑊1,2((0, 𝑇);𝐶∞(T2;R2)) be generating. Given
𝑚 ∈ N, 𝑣1 ∈ 𝐻𝑚, and 𝜀 > 0, there exists a control 𝜁 ∈ 𝐿2((0, 𝑇);ℋ) such that the
solution to the transport problem 𝜕𝑡𝑣+ (𝑢 · ∇)𝑣 = 𝜁 with initial condition 𝑣(·, 0) = 0
satisfies ∥𝑣(·, 𝑇) − 𝑣1∥𝑚 < 𝜀.

3 Finite-dimensional and physically localized transport
controls

The goal of this section is to prove approximate controllability of a transport
equation driven by physically localized and finite-dimensional controls. This will
be possible for a special convection profile 𝑈, which is a time-periodic solution to
a degenerately forced Euler problem. After several preliminary constructions in
Sections 3.1 and 3.2, the definition of 𝑈 is given in Section 3.3; see (3.18). The
main controllability result of this section is then stated in Theorem 3.13.

Notation. Let us recall that Φ𝑣, as defined through (1.2), refers to the flow of
a sufficiently regular vector field 𝑣.

3.1 Finite-dimensional flushing profile 𝑦

We turn now to the construction of a non-stationary vector field 𝑦, for which
𝑡 ↦→ 𝑦(·, 𝑡) is a curve in a finite-dimensional subspace of 𝐶∞(T2;R2), and such
that, among others, the following properties hold for all 𝑡 (see Theorem 3.4):
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• 𝑦(·, 𝑡) is divergence-free;

• 𝑦(·, 𝑡) is equal to a gradient in the complement of ω;

• 𝑦 induces a flow that flushes information in a specific way through ω.

3.1.1 Partition of unity

For a given length 𝐿 = 𝐿ω > 0, we denote by (O𝐿
𝑖
)𝑖∈{1,...,𝑀𝐿 } an open

covering of T2 by overlapping squares of side-length 𝐿 and with bottom left
corners (𝑜𝐿

𝑖
)𝑖∈{1,...,𝑀𝐿 } ⊂ T2. Moreover, (𝜇𝐿

𝑖
)𝑖∈{1,...,𝑀𝐿 } ⊂ 𝐶∞(T2; [0, 1]) is a

subordinate partition of unity:

∀𝑖 ∈ {1, . . . , 𝑀𝐿} : supp(𝜇𝐿
𝑖 ) ⊂ O𝑖 ,

𝑀𝐿∑︁
𝑖=1

𝜇𝐿
𝑖 = 1.

As demonstrated by Example 3.1 below, these choices can be made in agreement
with the following additional properties.

• There exists O𝐿 ⊂ T2 with O𝐿 ⊂ ω so that O𝐿 = O𝐿
𝑖
+ 𝑆𝐿

𝑖
≔ {𝑥 + 𝑆𝐿

𝑖
| 𝑥 ∈ O𝐿

𝑖
}

for translation vectors 𝑆𝐿
𝑖
∈ R2 and 𝑖 ∈ {1, . . . , 𝑀𝐿}.

• There exists 𝜇𝐿 ∈ 𝐶∞(T2; [0, 1]) with 𝜇𝐿
𝑖
(·) = 𝜇𝐿 (· + 𝑆𝐿

𝑖
) for each 𝑖 ∈

{1, . . . , 𝑀𝐿}.

We then introduce a cutoff 𝜒𝐿 ∈ 𝐶∞(T2;R) which satisfies supp(𝜒𝐿) ⊂ ω and
𝜒𝐿 = 1 on a neighborhood of O𝐿 . Furthermore, the reference time interval [0, 1]
is partitioned with equidistant spacing

𝑇★,𝐿 ≔ 1/(3𝑀𝐿 + 2)

by means of

0 < 𝑡0,𝐿𝑐 < 𝑡1,𝐿𝑎 < 𝑡
1,𝐿
𝑏

< 𝑡1,𝐿𝑐 < · · · < 𝑡𝑀
𝐿 ,𝐿

𝑎 < 𝑡
𝑀𝐿 ,𝐿

𝑏
< 𝑡𝑀

𝐿 ,𝐿
𝑐 < 1.

Simplified notations. Once the dependence on 𝐿 = 𝐿ω is clear, we drop the
superscript “𝐿” from the notations and write 𝑀 , O𝑖 , O, 𝑆𝑖 , 𝑜𝑖 , 𝜇𝑖 , 𝜇, 𝜒, 𝑡0𝑐, 𝑡1𝑎, 𝑡1

𝑏
,

𝑡1𝑐, . . . , 𝑡𝑀𝑎 , 𝑡𝑀
𝑏

, 𝑡𝑀𝑐 , 𝑇★.
The next example demonstrates that partitions of unity with the required

properties exist. See also Figure 2 for a simplified illustration of the introduced
setup.
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𝜒 = 1

𝜒 = 0

O1 O2

O√
𝑀+1

supp(𝜇)

Figure 2: Illustration of the covering (O𝑖)𝑖∈{1,...,𝑀 } (three example squares printed) and important
values of the cutoff functions 𝜇 and 𝜒. Within the inner dashed square, which includes the support
of 𝜇, one has 𝜒 = 1. Exterior to the outer dashed square, 𝜒 vanishes.

Example 3.1. Let the closure of an open square O with side-length 𝐿 > 0 be
contained in ω. As ω is open, we assume without loss of generality that 2𝜋/𝐿
is not an integer; thus, 𝑀 ≔ ⌈2𝜋/𝐿⌉2 > (2𝜋/𝐿)2. Now, choose O1, . . . ,O𝑀 as
translations of O with overlap-width (

√
𝑀𝐿 − 2𝜋)/

√
𝑀 and bottom left corners

(𝑜𝑖 = (𝑜𝑖,1, 𝑜𝑖,2))𝑖∈{1,...,𝑀 } given by

𝑜
𝑖+
√
𝑀 (𝑙−1) ,1 =

2𝜋(𝑖 − 1)
√
𝑀

, 𝑜
𝑖+
√
𝑀 (𝑙−1) ,2 =

2𝜋(𝑙 − 1)
√
𝑀

for 𝑖, 𝑙 = 1, . . . ,
√
𝑀. Further, take 𝜇 ∈ 𝐶∞

0 ((0, 𝐿]; [0, 1]) satisfying 𝜇(𝑠) = 1 if
and only if 𝑠 ∈ [(

√
𝑀𝐿 − 2𝜋)/(2

√
𝑀), 𝐿] and define 𝜇 ∈ 𝐶∞(T; [0, 1]) via

𝜇(𝑠) = I[
0,

√
𝑀𝐿−2𝜋√

𝑀

] (𝑠)𝜇(𝑠) + I( √𝑀𝐿−2𝜋√
𝑀

, 2𝜋√
𝑀

) (𝑠) + I[ 2𝜋√
𝑀

,𝐿

] (𝑠) (
1 − 𝜇

(
𝑠 − 2𝜋

√
𝑀

))
for each 𝑠 ∈ T. In particular, the function 𝜇 satisfies supp(𝜇) ⊂ (0, 𝐿) and

√
𝑀∑︁

𝑙=1
𝜇

(
𝑥 + 2𝜋(𝑙 − 1)

√
𝑀

)
= 1.
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for all 𝑥 ∈ T. Finally, the cutoff 𝜇 ∈ 𝐶∞(T2; [0, 1]) is chosen via

𝜇(𝑥) ≔ 𝜇(𝑥1 − 𝑜1)𝜇(𝑥2 − 𝑜2)

for 𝑥 = (𝑥1, 𝑥2) ∈ T2 and (𝑜1, 𝑜2) being the bottom left vertex of O. For a similar
example, which however leads to a possibly larger choice of the number 𝑀, see
also [41, Example 3.1].

3.1.2 Definition of the vector field 𝑦

The length 𝐿 > 0 that determines the open covering (O𝐿
𝑖
)𝑖∈{1,...,𝑀𝐿 } will now

be fixed, together with the profile 𝑦, in sole dependence on ω; see Theorem 3.4
below. Hereto, we recall first the existence of a flushing trajectory in the return
method sense (see also [10, Chapter 6]). Here, we use the constructions provided
by [24] for 2D and 3D flat tori.

Lemma 3.2 ([24, Lemma 5.1, Section 6]). Given any 𝑇 > 0 and a nonempty open
set ω0 ⊂ T2, there exists a vector field 𝑌 ∈ 𝐶∞

0 ((0, 𝑇);𝐶∞(T2;R2)) that satisfies
the properties

∀(𝑥, 𝑡) ∈ T2 × [0, 𝑇] : div(𝑌 ) (𝑥, 𝑡) = 0,

∃Ψ ∈ 𝐶∞
0 ((0, 𝑇);𝐶∞(T2;R)), ∀(𝑥, 𝑡) ∈ (T2 \ ω0) × [0, 𝑇] : 𝑌 (𝑥, 𝑡) = ∇Ψ(𝑥, 𝑡),

∀𝑥 ∈ T2, ∃𝑡𝑥 ∈ (0, 𝑇) : Φ𝑌 (𝑥, 0, 𝑡𝑥) ∈ ω0.

Remark 3.3. The first two properties of 𝑌 in Lemma 3.2 ensure that 𝑌 solves in
T2 × [0, 𝑇] the controlled incompressible Euler system

𝜕𝑡𝑌 + (𝑌 · ∇)𝑌 + ∇𝑝 = Iω𝜉,

div(𝑌 ) = 0,

𝑌 (·, 0) = 𝑌 (·, 1) = 0

for a smooth pressure 𝑝 and a smooth control 𝜉 with supp(𝜉) ⊂ ω × (0, 𝑇). The
third property of 𝑌 in Lemma 3.2 states that information originating from any
location in T2 is flushed along 𝑌 into the given set ω0.

The length 𝐿 > 0 in the definition of squares (O𝐿
𝑖
)𝑖∈{1,...,𝑀𝐿 } is now fixed

together with a finite-dimensional return method trajectory 𝑦 that has more refined
properties.
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Theorem 3.4. There exist 𝐿 = 𝐿ω > 0, 𝐷ω ∈ N, a 𝐷ω-dimensional vector space
ℋω ⊂ 𝐶∞(T2;R2), a neighborhood N(T2 \ ω) of T2 \ ω, and a vector field
𝑦 = 𝑦ω ∈ 𝐶∞

0 ((0, 1);ℋω) with the properties

∀ℎ ∈ ℋω, ∀𝑥 ∈ T2 : div(ℎ) (𝑥) = 0, (3.1)
∀ℎ ∈ ℋω, ∃𝜑ℎ ∈ 𝐶∞(T2;R), ∀𝑥 ∈ N (T2 \ ω) : ℎ(𝑥) = ∇𝜑ℎ (𝑥), (3.2)
∀𝑡 ∈ [0, 𝑇★] ∪ [1 − 𝑇★, 1] ∪ [𝑡1𝑎, 𝑡1𝑏] ∪ · · · ∪ [𝑡𝑀𝑎 , 𝑡𝑀𝑏 ] : 𝑦(𝑡) = 0 (3.3)

and

𝑦(·, 𝑡𝑖−1
𝑐 + 𝑡) = −𝑦(·, 𝑡𝑖𝑐 − 𝑡),

Φ𝑦 (𝑥, 𝑡𝑖−1
𝑐 , 𝑡𝑖−1

𝑐 + 𝑡) = Φ𝑦 (𝑥, 𝑡𝑖−1
𝑐 , 𝑡𝑖𝑐 − 𝑡),

(3.4)

dist(𝑥,O𝑖) < 𝐿 =⇒ Φ𝑦 (𝑥, 0, [𝑡𝑖𝑎, 𝑡𝑖𝑏]) = {𝑥 + 𝑆𝑖} (3.5)

for all (𝑥, 𝑡) ∈ T2 × [0, 3𝑇★], 𝑖 ∈ {1, . . . , 𝑀}, and where the objects

𝑀 = 𝑀𝐿 , O = 𝑂𝐿 , O𝑖 = O𝐿
𝑖 , 𝑆𝑖 = 𝑆𝐿𝑖 , 𝑡

𝑖
𝑐 = 𝑡𝑖,𝐿𝑐 , 𝑡𝑖𝑎 = 𝑡𝑖,𝐿𝑎 , 𝑡𝑖𝑏 = 𝑡

𝑖,𝐿

𝑏
, 𝑇★ = 𝑇★,𝐿

are chosen in dependence on 𝐿 as described at the beginning of Section 3.1.

The proof of Theorem 3.4, which is based on Lemma 3.2, is carried out after
several remarks below.

Remark 3.5. The property (3.4) describes how transportation along 𝑦 oscillates
back and forth, thereby inducing a flow with specific periodic behavior. The property
(3.5) ensures that a neighborhood of each square O𝑖 is transported in time 𝑡𝑖𝑎 to a
rigid translation of itself contained in ω.

Remark 3.6. If T2 \ ω is simply-connected, one can skip the proof of Theorem 3.4
and instead use the explicit example provided by [41, Theorem 3.2] with ℋω = R2

being a two-dimensional space of constant functions. More specifically, for any
fixed basis {𝑏1, 𝑏2} of R2, one can take

𝑦(𝑡) = 𝑦1(𝑡)𝑏1 + 𝑦2(𝑡)𝑏2,

where 𝑦1, 𝑦2 : [0, 1] −→ R are smooth functions, depending only on the time
variable, chosen such that (3.1)–(3.5) hold. In this case, a covering (O𝑖)𝑖∈{1,...,𝑀 }
is obtained by fixing any 𝐿 > 0 such that a closed square of side-length 𝐿 is
contained in ω. Because T2 \ ω is simply-connected, for each 𝑡 ∈ [0, 1] one can
express 𝑦(𝑡) as the sum of a gradient and a curl-free function supported in ω.
Hence, the profile 𝑦 solves a controlled incompressible Euler problem. See [41]
for more details.
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Proof of Theorem 3.4. Let us begin with a description of the idea. We start with
an appropriate reference flow from Lemma 3.2 and choose 𝐿 = 𝐿ω so small that
it transports entire neighborhoods of O𝐿

1 , . . . ,O
𝐿
𝑀𝐿 through ω. In fact, we will

concatenate several scaled copies of that flow in order to prescribe the instances
of time at which the content of each square is mapped into the control region. A
finite-dimensional approximation of each so-obtained flow is constructed via a
time discretization argument. Everything until here, we call “Building block 1”.
To achieve the property (3.5), we start by reversing in time the dynamics of each
square O𝑖 being transported along a flow described via “Building block 1” to a
respective set 𝐴𝑖 contained inside the control region; this shows how the set 𝐴𝑖

can be mapped to a square using a return method flow. However, the so-achieved
square will be O𝑖 and thus may intersect T2 \ ω. Therefore, to contain this reversed
process fully in ω, we use stream function cutoffs and local shifts to modify the
reversed return method flow inside of ω while setting it zero away from ω. We
will call this “Building block 2”. In the end, the building blocks are glued in an
appropriate manner. Hereby, to ensure (3.4), original and time-reversed versions of
the building blocks are iterated.

Fixing 𝐿 and a reference flow. We choose 𝑌 via Lemma 3.2 for an open
ball ω0 ⊂ ω of diameter 𝑑0 > 0 and a fixed time 𝑇 > 0 (e.g., 𝑇 = 1). By the
compactness of T2 and smoothness of 𝑌 , we take 𝐿 = 𝐿ω > 0 so small that for
each 𝑖 ∈ {1, . . . , 𝑀 = 𝑀𝐿} there exists a time 𝑡𝑖 ∈ (0, 𝑇), a neighborhood 𝐵𝑖 of
O𝑖 = O𝐿

𝑖
, and a family of balls (𝐵𝑖,𝑡 )𝑡∈[0,𝑇 ] of radius 𝑑0/6 satisfying

dist(𝜕𝐵𝑖 ,O𝑖) > 𝐿,

Φ𝑌 (𝐵𝑖 , 0, 𝑡𝑖) ⊂ ω0,

dist(Φ𝑌 (𝐵𝑖 , 0, 𝑡𝑖), 𝜕ω0) > 𝑑0/3,

Φ𝑌 (𝐵𝑖 , 0, 𝑡) ⊂ 𝐵𝑖,𝑡

for all 𝑡 ∈ [0, 𝑇]. The first property specifies the location of 𝑂𝑖 in the open
set 𝐵𝑖 . The second and third properties express that 𝐵𝑖 should be flushed in time 𝑡𝑖

sufficiently “deep” into ω0. The last property states that Φ𝑌 cannot tear 𝐵𝑖 too
much apart: the image of 𝐵𝑖 under the flow must be confined at each time to a ball
of radius 𝑑0/6.

To simplify the presentation, let us now always assume that the index 𝑖 ranges
over the set {1, . . . , 𝑀}.
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Building block 1. The scaled versions 𝑌 𝑖 (𝑥, 𝑡) ≔ 𝑟𝑖𝑌 (𝑥, 𝑟𝑖𝑡) with 𝑟𝑖 ≔ 2𝑡𝑖/𝑇★

satisfy Φ𝑌 (𝑥, 0, 𝑟𝑖𝑡) = Φ𝑌 𝑖 (𝑥, 0, 𝑡) for all (𝑥, 𝑡) ∈ T2 × [0, 𝑇★/2]. Consequentially,

Φ𝑌 𝑖 (𝐵𝑖 , 0, 𝑇★/2) ⊂ ω0,

dist(Φ𝑌 𝑖 (𝐵𝑖 , 0, 𝑇★/2), 𝜕ω0) > 𝑑0/3,

Φ𝑌 𝑖 (𝐵𝑖 , 0, 𝑡) ⊂ 𝐵𝑖,𝑟𝑖 𝑡

for each 𝑡 ∈ [0, 𝑇★/2].
Next, we introduce finite-dimensional versions of the vector fields 𝑌1, . . . , 𝑌𝑀 .

Hereto, we fix possibly large 𝑁𝑖 ∈ N, together with

𝜌𝑖 ∈ 𝐶∞
0 ((0, 𝑇★/2) \ {𝑇★/2𝑁𝑖 , 𝑇

★/𝑁𝑖 , . . . , (𝑁𝑖 − 1)𝑇★/2𝑁𝑖}; [0, 1]),
I𝑘 ≔ [(𝑘 − 1)𝑇★/2𝑁𝑖 , 𝑘𝑇

★/2𝑁𝑖]

for 𝑘 ∈ {1, . . . , 𝑁𝑖}, such that

𝑌𝑖 (𝑥, 𝑡) ≔ 𝜌𝑖 (𝑡)
𝑁𝑖∑︁
𝑘=1
II𝑘 (𝑡)𝑌 𝑖 (𝑥, 𝑘𝑇★/2𝑁𝑖) (3.6)

satisfies
Φ𝑌𝑖 (𝐵𝑖 , 0, 𝑇★/2) ⊂ ω0,

dist(Φ𝑌𝑖 (𝐵𝑖 , 0, 𝑇★/2), 𝜕ω0) > 𝑑0/3,

max
𝑎∈T2, |𝑠−𝑟 |⩽𝑇★/2𝑁𝑖

|Φ𝑌𝑖 (𝑎, 𝑠, 𝑟) − 𝑎 | < 𝑑0/6
(3.7)

and
Φ𝑌𝑖 (𝐵𝑖 , 0, 𝑡) ⊂ 𝐵𝑖,𝑟𝑖 𝑡 (3.8)

for all (𝑥, 𝑡) ∈ T2 × [0, 𝑇★/2].
The possibility to choose such numbers 𝑁1, . . . , 𝑁𝑀 and profiles 𝜌1, . . . , 𝜌𝑀

is due to the definition of flows of vector fields in (1.2) and Grönwall’s inequality.
Indeed, it holds

max
(𝑥,𝑡 ) ∈T2×[0,𝑇★/2]

|Φ𝑌 𝑖 (𝑥, 0, 𝑡) −Φ𝑌𝑖 (𝑥, 0, 𝑡) | ⩽ 𝐶∥𝑌 𝑖 − 𝑌𝑖 ∥𝐿1 ( (0,𝑇★/2);𝐶0 (T2;R2 ) ) ,

where
0 < 𝐶 ⩽ max

𝑖∈{1,...,𝑀 }
e
∫ 𝑇★/2

0 ∥𝑌 𝑖 ( ·,𝑠) ∥𝐶1 (T2;R2 ) 𝑑𝑠 .
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Furthermore, the Lipschitz continuity of the smooth vector field 𝑌 𝑖 implies

∥𝑌 𝑖 − 𝑌𝑖 ∥𝐿1 ( (0,𝑇★/2);𝐶0 (T2;R2 ) )

⩽
𝑁𝑖∑︁
𝑘=1

∫
I𝑘

(
|1 − 𝜌(𝑡) | sup

𝑥∈T2
|𝑌 𝑖 (𝑥, 𝑡) | + sup

𝑥∈T2
|𝑌 𝑖 (𝑥, 𝑡) − 𝑌 𝑖 (𝑥, 𝑘𝑇★/2𝑁𝑖) |

)
𝑑𝑡

⩽ 𝐶∥𝜌𝑖 − 1∥𝐿1 ( (0,𝑇★/2);R) + 𝐶𝑁−1
𝑖 ,

where 𝐶 > 0 denotes a generic constant that can depend on ω but is independent
of all data in Theorem 1.1 and Corollary 1.2. Thus, to approximate Φ𝑌 𝑖 by Φ𝑌𝑖

it suffices to take large 𝑁𝑖, while ensuring that ∥𝜌𝑖 − 1∥𝐿1 ( (0,𝑇★/2);R) is small.
Hereby, the latter smallness is always attained by some smooth 𝜌𝑖 vanishing on a
neighborhood of {0, 𝑇★/2𝑁𝑖 , 𝑇

★/𝑁𝑖 , . . . , 𝑇
★/2}.

Inspecting (3.6), one finds that each 𝑌𝑖 belongs to 𝐶∞
0 ((0, 𝑇★/2);ℋ̃ω) for a

universal space ℋ̃ω ⊂ 𝐶∞(T2;R2) that consists of divergence-free functions and
has at most dimension 𝑁ω ≔

∑𝑀
𝑖=1 𝑁𝑖 .

Building block 2. All elements of ℋ̃ω are divergence-free and ω is without loss
of generality simply-connected. Thus, given any 𝑆 ∈ R2, one has the stream function
representations 𝑌𝑖 (𝑥 − 𝑆, 𝑡) = ∇⊥Ψ̃𝑖,𝑆 (𝑥, 𝑡) with Ψ̃𝑖,𝑆 ∈ 𝐶∞

0 ((0, 𝑇★/2);ℋ̃ω,𝑆) for
all (𝑥, 𝑡) ∈ ω × [0, 𝑇★/2] and an at most 𝑁ω-dimensional vector space ℋ̃ω,𝑆 ⊂
𝐶∞(T2;R).

Now, let 𝜒0 ∈ 𝐶∞(T2; [0, 1]) be a cutoff with supp(𝜒0) ⊂ ω and 𝜒0 = 1 on
a neighborhood of ω0. Then, we define for (𝑥, 𝑡) ∈ T2 × [0, 𝑇★/2] the following
time-reversed, localized, and shifted version of 𝑌𝑖:

𝑌𝑖 (𝑥, 𝑡) ≔ −
𝑁𝑖∑︁
𝑘=1
I𝑘 (𝑇★/2 − 𝑡)∇⊥ [𝜒0Ψ̃𝑖,𝑠𝑘

𝑖
(·, 𝑇★/2 − 𝑡)] (𝑥)

+ ∇⊥ [𝜒0(𝑥) ( �̃�1
𝑖 (𝑇★/2 − 𝑡)𝑥1 + �̃�2

𝑖 (𝑇★/2 − 𝑡)𝑥2)],

where the parameters 𝑠1
𝑖
, . . . , 𝑠

𝑁𝑖

𝑖
∈ R2 and �̃�1

𝑖
, �̃�1

𝑖
∈ 𝐶∞((0, 𝑇★/2);R) are chosen

such that

Φ𝑌𝑖 (Φ𝑌𝑖 (𝐵𝑖 , 0, 𝑇★/2), 0, 𝑡) ⊂ ω0,

Φ𝑌𝑖 (Φ𝑌𝑖 (𝑥, 0, 𝑇★/2), 0, 𝑇★/2) = 𝑥 + 𝑆𝑖

for 𝑡 ∈ [0, 𝑇★/2] and 𝑥 ∈ 𝐵𝑖 . The cutoff 𝜒0 ensures that the flow is stationary away
from ω and that 𝑌𝑖 is a gradient in T2 \ ω.
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These choices of 𝑠1
𝑖
, . . . , 𝑠

𝑁𝑖

𝑖
∈ R2 and �̃�1

𝑖
, �̃�2

𝑖
∈ 𝐶∞((0, 𝑇★/2);R) are possible

by the following reasoning.
1) Due to (3.7), for each 𝑘 ∈ {1, . . . , 𝑁𝑖}, information cannot move distances

larger than 𝑑0/6 along 𝑌𝑖 on the time interval I𝑘 . Moreover, the function 𝜌 is
known to vanish on intervals

[0, 𝑟0], [𝑇★/2𝑁𝑖 − 𝑟1, 𝑇
★/2𝑁𝑖 + 𝑟1], . . . , [𝑇★/2 − 𝑟𝑁𝑖

, 𝑇★/2]

for sufficiently small 𝑟0, 𝑟1, . . . , 𝑟𝑁𝑖
> 0. Therefore, after transporting the set

Φ𝑌𝑖 (𝐵𝑖 , 0, 𝑇★/2) along the vector field −𝑌𝑖 (·, 𝑇★/2− ·) for a duration of 𝑇★/2𝑁𝑖 −
𝑟𝑁𝑖−1, the resulting set, temporarily called 𝐴1

𝑖
, is still contained in ω0 and of

diameter less than 𝑑0/6. Hence, one can take 𝑠
𝑁𝑖

𝑖
= 0. Then, one quickly pushes

𝐴1
𝑖

back inwards ω0 by prescribing suitable nonzero values for �̃�1
𝑖

and �̃�2
𝑖

on an
interval

(𝑎1
𝑖 , 𝑏

1
𝑖 ) ⊂ (𝑇★/2 − 𝑇★/2𝑁𝑖 , 𝑇

★/2 − 𝑇★/2𝑁𝑖 + 𝑟𝑁𝑖−1).
Notably, the choice of 𝜌𝑖 appearing in (3.6) ensures that 𝜌𝑖 (𝑡) = 0 for all 𝑡 ∈ [𝑎1

𝑖
, 𝑏1

𝑖
].

The values 𝑠
𝑁𝑖−1
𝑖

∈ R2 are subsequently fixed such that

Φ�̂�𝑖 (𝐴1
𝑖 , 𝑏

1
𝑖 , 𝑎

1
𝑖 ) = 𝐴1

𝑖 + 𝑠
𝑁𝑖−1
𝑖

= {𝑎 + 𝑠
𝑁𝑖−1
𝑖

| 𝑎 ∈ 𝐴1
𝑖 } ⊂ ω0,

where
�̂�𝑖 (𝑥, 𝑡) ≔ ∇⊥ [𝜒0(𝑥) ( �̃�1

𝑖 (𝑡)𝑥1 + �̃�2
𝑖 (𝑡)𝑥2)]

for (𝑥, 𝑡) ∈ T2 × [0, 𝑇★/2]. Hereby, the existence of such 𝑠
𝑁𝑖−1
𝑖

follows from the
fact that �̂�𝑖 is constant in ω0 with respect to the space variables; its’ flow rigidly
translates 𝐴1

𝑖
within ω0. Moreover, we can assume that the values of ( �̃�1

𝑖
, �̃�2

𝑖
) on

(𝑎1
𝑖
, 𝑏1

𝑖
) are fixed so that

dist(Φ�̂�𝑖 (𝐴1
𝑖 , 𝑏

1
𝑖 , 𝑎

1
𝑖 ), 𝜕ω0) > 𝑑0/3,

∀𝑠 ∈ [𝑇★/2 − 𝑇★/2𝑁𝑖 , 𝑇
★/2] : Φ�̂�𝑖 (𝐴1

𝑖 , 𝑇
★/2, 𝑠) ⊂ ω0.

2) Starting at 𝑡 = 𝑇★/2𝑁𝑖, the set 𝐴1
𝑖
+ 𝑠

𝑁𝑖−1
𝑖

is transported along the vector
field 𝑡 ↦→ −𝑌𝑖 (· − 𝑠

𝑁𝑖−1
𝑖

, 𝑇★/2 − 𝑡) for a duration of 𝑇★/2𝑁𝑖 − 𝑟𝑁𝑖−2 to a set 𝐴2
𝑖
.

From here, the above idea is repeated iteratively until the shifts are defined on all
intervals I𝑘 for 𝑘 ∈ {1, . . . , 𝑁𝑖}.

Dimensions. The constructions ensure that 𝑌𝑖 , 𝑌𝑖 ∈ 𝐶∞
0 ((0, 𝑇★/2);ℋω) for an

at most 𝐷ω-dimensional vector space ℋω ⊂ 𝐶∞(T2;R2), where

𝐷ω ≔ 𝑁ω +
(
𝑀∑︁
𝑖=1

𝑁𝑖

)2

+ 2.
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More precisely, the space ℋω is spanned by the following functions: 1) the
elements of ℋ̃ω; 2) the functions ∇⊥(𝜒0𝜓) with 𝜓 ∈ ℋ̃ω,𝑠𝑘

𝑙
, 𝑘 ∈ {1, . . . , 𝑁𝑙} and

𝑙 ∈ {1, . . . , 𝑀}; 3) the two profiles ∇⊥ [𝜒0𝑥1] and ∇⊥ [𝜒0𝑥2].

Conclusion of the proof. A function 𝑦 with the desired properties is now
defined by zero on [0, 𝑡0𝑐] ∪ [𝑡𝑀𝑐 , 1], by 𝑌𝑖 (·, 𝑡 − 𝑡𝑖−1

𝑐 ) on [𝑡𝑖−1
𝑐 , 𝑡𝑖−1

𝑐 + 𝑇★/2], by
𝑌𝑖 (·, 𝑡− 𝑡𝑖−1

𝑐 −𝑇★/2) on [𝑡𝑖−1
𝑐 +𝑇★/2, 𝑡𝑖𝑎], by zero on [𝑡𝑖𝑎, 𝑡𝑖𝑏], by −𝑌𝑖 (·, 𝑇★/2+ 𝑡𝑖

𝑏
− 𝑡)

on [𝑡𝑖
𝑏
, 𝑡𝑖

𝑏
+ 𝑇★/2], and by −𝑌𝑖 (·, 𝑇★ + 𝑡𝑖

𝑏
− 𝑡) on [𝑡𝑖

𝑏
+ 𝑇★/2, 𝑡𝑖𝑐]. □

3.2 Modified generating vector field 𝑢★

For the sake of explicitness, we fix now in Definition 2.3 the natural example
K = {(1, 0), (0, 1)} ⊂ Z2 \ {0}. Then, the space ℋ from (2.1) is four-dimensional
and given by

ℋ = spanR {𝑥 ↦→ sin(𝑥1), 𝑥 ↦→ sin(𝑥2), 𝑥 ↦→ cos(𝑥1), 𝑥 ↦→ cos(𝑥2)} . (3.9)

All choices of finite K ⊂ Z2 \ {0} with spanZ(K) = Z2 are allowed. But, for
different K the control spaces obtained in the end may be different, as well.

In view of Remark 2.4, by taking |𝜅 | > 0 in (2.2) small, we select in the sense
of Definition 2.3 with 𝑇 = 𝑇★/2 a divergence-free generating vector field

�̃�★ : T2 × [0, 𝑇★/2] −→ R2

such that ⋃
𝑠,𝑡∈[0,𝑇★/2],

𝑆∈R2

Φ𝑢★ ( ·−𝑆, · ) (supp(𝜇), 𝑠, 𝑡) ⊂ O, (3.10)

where 𝜇, 𝜒, and O are fixed via Theorem 3.4 as described in Section 3.1. This is
possible as supp(𝜇) ⊂ O and O is open.

Remark 3.7. The choice of the parameter 𝜅, which ensures (3.10), is universal; it
depends only on ω, and thus is independent of all prescribed data in Theorem 1.1
and Corollary 1.2. The importance of this choice will become apparent in the
proofs of Lemma 3.11 and Theorem 3.13.

Because the function 𝜙 appearing in Definition 2.3 with 𝑇 = 𝑇★/2 satisfies
𝜙(𝑇★/2) = 0, we have �̃�★(·, 0) = �̃�★(·, 𝑇★/2) = 0. This allows us now to define the
profile

𝑢★(𝑥, 𝑡) ≔
{
�̃�★(𝑥, 𝑡) if 𝑡 ∈ [0, 𝑇★/2],
−�̃�★(𝑥, 𝑇★ − 𝑡) if 𝑡 ∈ [𝑇★/2, 𝑇★],

(3.11)
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noting that
Φ𝑢★ (𝑥, 0, 𝑡) = Φ𝑢★ (𝑥, 0, 𝑇★ − 𝑡) (3.12)

for all (𝑥, 𝑡) ∈ T2 × [0, 𝑇★]. Indeed, both sides in (3.12) are equal at 𝑡 = 𝑇★/2 and
solve the same well-posed differential equation.

The statement of Lemma 2.5 remains true when considering convection
along 𝑢★ instead of 𝑢 defined via Definition 2.3.

Lemma 3.8. Given 𝑚 ∈ N, 𝑣0, 𝑣1 ∈ 𝐻𝑚, and 𝜀 > 0, there exists a control
𝑔★ ∈ 𝐿2((0, 𝑇★);ℋ) such that the solution 𝑣 ∈ 𝐶0( [0, 𝑇★]; 𝐻𝑚) to

𝜕𝑡𝑣 + (𝑢★ · ∇)𝑣 = 𝑔★,

𝑣(·, 0) = 𝑣0
(3.13)

satisfies
∥𝑣(·, 𝑇★) − 𝑣1∥𝑚 < 𝜀. (3.14)

Proof. First, we assume 𝑣0 = 0 and set 𝑔★(·, 𝑡) = 0 for 𝑡 ∈ [0, 𝑇★/2]. As a result, it
holds 𝑣(·, 𝑇★/2) = 0. To determine 𝑔★(·, 𝑡) for 𝑡 ∈ (𝑇★/2, 𝑇★], we apply Lemma 2.5
with 𝑇 = 𝑇★/2 and target state 𝑣1. The general case 𝑣0 ≠ 0 follows from a linear
superposition principle: add the uncontrolled solution �̃� with initial state 𝑣0 to a
controlled solution �̂� with zero initial state and target state 𝑣1 − 𝑣0, noting that
�̃�(·, 𝑇★) = 𝑣0 by (3.12). □

Remark 3.9. It is known, e.g., as explained in [41] or [38, Proof of Theorem 2.3],
that for given 𝜀 > 0 and a bounded subset 𝐵 of 𝐻𝑚+1 with 𝑣0, 𝑣1 ∈ 𝐵, one can
choose the control in Lemma 3.8 of the form 𝑔★ = L𝜀 (𝑣1 − 𝑣0) with a bounded
linear operator L𝜀 : 𝐻𝑚 −→ 𝐿2((0, 𝑇★);ℋ), as long as (3.14) is replaced by

∥𝑣(·, 𝑇★) − 𝑣1∥𝑚 < 𝜀∥𝑣0 − 𝑣1∥𝑚+1.

Let us briefly recall the argument when 𝑣0 = 0; the general case follows by
superposition as in the proof of Lemma 3.8. Hereto, consider the resolving operator
A associating with 𝑔★ ∈ 𝐿2((0, 𝑇★);ℋ) the solution to 𝜕𝑡𝑣 + (𝑢★ · ∇)𝑣 = 𝑔★

with zero initial data 𝑣(·, 0) = 0. Further, denote by A𝑇★ the restriction 𝑔 ↦→
(A𝑔) (𝑇★) ∈ 𝐻𝑚. In particular, due to Lemma 3.8, the range of A𝑇★ is dense in
𝐻𝑚. Hence, by utilizing [29, Proposition 2.6], the desired operator L𝜀 can be
chosen as a continuous approximate right inverse of A𝑇★.
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By the Helmholtz-Hodge decomposition, the vector field 𝑢★ admits a stream
function 𝜙

★ in T2 × [0, 𝑇★]. Indeed, from (2.2) and (3.11) it follows that 𝑢★ is
divergence-free and has zero average. Thus,

𝑢★(𝑥, 𝑡) = ∇⊥𝜙
★(𝑥, 𝑡) (3.15)

for (𝑥, 𝑡) ∈ T2× [0, 𝑇★]. Moreover, recall that we fixed in Section 3.1 the translation
vectors (𝑆𝑖)𝑖∈{1,...,𝑀 } ⊂ R2 such that

O = O𝑖 + 𝑆𝑖 (3.16)

for each 𝑖 ∈ {1, . . . , 𝑀}. Then, by the definition of 𝑢★ in (3.11), one has analogues
of (3.12) for flows arising from certain variations of the vector field

(𝑥, 𝑡) ↦→ ∇⊥ [𝜒(𝑥)𝜙★(𝑥, 𝑡)],

where 𝜒 is the cutoff introduced in Section 3.1. For instance, it holds

Φ∇⊥ [𝜒 ( ·)𝜙★ ( ·−𝑆, · ) ] (𝑥, 0, 𝑠) = Φ∇⊥ [𝜒 ( ·)𝜙★ ( ·−𝑆, · ) ] (𝑥, 0, 𝑇★ − 𝑠),

Φ∇⊥ [𝜒 ( ·)𝜙★ ( ·−𝑆𝑖 , ·−𝑡𝑖𝑎 ) ] (𝑥, 𝑡𝑖𝑎, 𝑡) = Φ∇⊥ [𝜒 ( ·)𝜙★ ( ·−𝑆𝑖 , ·−𝑡𝑖𝑎 ) ] (𝑥, 𝑡𝑖𝑎, 𝑡𝑖𝑏 − (𝑡 − 𝑡𝑖𝑎))
(3.17)

for all 𝑖 ∈ {1, . . . , 𝑀}, 𝑆 ∈ R2, 𝑥 ∈ T2, 𝑠 ∈ [0, 𝑇★], and 𝑡 ∈ [𝑡𝑖𝑎, 𝑡𝑖𝑏]. Indeed, both
sides in each line of (3.17) satisfy the same differential equations with identical
states at 𝑠 = 𝑇★/2 and 𝑡 = 𝑡𝑖𝑎 + 𝑇★/2, respectively.

The next lemma is a consequence of (3.10) for sufficiently small |𝜅 | > 0.
However, in view of Remark 2.4 and (3.15), it is shorter to argue that the lemma
follows from a new (smaller) choice of |𝜅 | > 0 which depends only on ω.

Lemma 3.10. There exists 𝑟 > 0 with 𝜒 = 1 on the 𝑟-neighborhood N𝑟 of the
reference square O with side-length 𝐿 (defined in Section 3.1) and such that N𝑟 is
also a neighborhood of

⋃
𝑠,𝑡∈[0,𝑇★], 𝑆∈R2 Φ∇⊥ [𝜒 ( ·)𝜙★ ( ·−𝑆, · ) ] (supp(𝜇), 𝑠, 𝑡).

3.3 Definition of 𝑈 based on 𝑦 and 𝑢★

We introduce a function 𝑈 ∈ 𝑊1,2((0, 1);𝐶∞(T2;R2)) that will be used in
Section 3.4 as a convection profile for linear transport equations steered by physically
localized and finite-dimensional controls. More precisely,

𝑈 (𝑥, 𝑡) ≔ 𝑦(𝑥, 𝑡) +
𝑀∑︁
𝑖=1
I[𝑡𝑖𝑎 ,𝑡𝑖𝑏 ]

(𝑡)∇⊥ [𝜒(𝑥)𝜙★(𝑥 − 𝑆𝑖 , 𝑡 − 𝑡𝑖𝑎)] (3.18)
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for (𝑥, 𝑡) ∈ T2 × [0, 1]. Aside of being divergence-free in T2, the vector field 𝑈 (·, 𝑡)
is a gradient in a neighborhood of T2 \ ω for each 𝑡 ∈ [0, 1]. Moreover, due to
(3.3), (3.4), and (3.17), the flow of 𝑈 satisfies

Φ𝑈 (𝑥, 0, 𝑡) = Φ𝑈 (𝑥, 𝑡𝑀𝑐 , 𝑡) = Φ𝑈 (𝑥, 𝑡𝑙𝑎, 𝑡𝑙𝑏) = Φ𝑈 (𝑥, 𝑡𝑙−1
𝑐 , 𝑡𝑙𝑐) = Φ𝑈 (𝑥, 0, 1) = 𝑥

(3.19)
for all 𝑥 ∈ T2, 𝑡 ∈ [0, 𝑇★], and 𝑙 ∈ {1, . . . , 𝑀}.

The following two lemmas provide basic properties of the considered flows
related to 𝑈.

Lemma 3.11. Given 𝑥 ∈ T2 and 𝑖 ∈ {1, . . . , 𝑀} such that 𝜇(Φ𝑈 (𝑥, 0, 𝑡𝑖𝑎 + 𝑠)) ≠ 0
or 𝜇(Φ𝑢★ ( ·−𝑆𝑖 , · ) (𝑥 + 𝑆𝑖 , 0, 𝑠)) ≠ 0 are satisfied for at least one 𝑠 ∈ [0, 𝑇★], it holds

Φ𝑈 (𝑥, 0, 𝑡𝑖𝑎 + 𝑡) = Φ𝑢★ ( ·−𝑆𝑖 , · ) (𝑥 + 𝑆𝑖 , 0, 𝑡)

for all 𝑡 ∈ [0, 𝑇★].

Proof. By (3.16), (3.18), and (3.19) and Theorem 3.4, one has Φ𝑈 (𝑧, 0, 𝑡𝑖𝑎) = 𝑧+𝑆𝑖
for each 𝑧 in the 𝐿-neighborhood of O𝑖. Moreover, from the definition of 𝑈 in
(3.18), one can infer

Φ𝑈 (𝑧, 𝑡𝑖𝑎 + 𝑟, 𝑡𝑖𝑎 + 𝑡) = Φ∇⊥ [𝜒 ( ·)𝜙★ ( ·−𝑆𝑖 , · ) ] (𝑧, 𝑟, 𝑡)

for all 𝑧 ∈ T2 and 𝑟, 𝑡 ∈ [0, 𝑇★].

Case 1. If there exists a number 𝑠 ∈ [0, 𝑇★] such that 𝜇(Φ𝑈 (𝑥, 0, 𝑡𝑖𝑎 + 𝑠)) ≠ 0,
by Lemma 3.10 this means that Φ𝑈 (𝑥, 0, 𝑡𝑖𝑎) lies in a 𝐿-neighborhood of O. As
a consequence of Theorem 3.4, the point 𝑥 then belongs to an 𝐿-neighborhood
of O𝑖 , which yields Φ∇⊥ [𝜒 ( ·)𝜙★ ( ·−𝑆𝑖 , · ) ] (𝑥 + 𝑆𝑖 , 0, 𝑠) ∈ supp(𝜇) because of

supp(𝜇) ∋ Φ𝑈 (𝑥, 0, 𝑡𝑖𝑎 + 𝑠)

= Φ𝑈 (Φ𝑈 (𝑥, 0, 𝑡𝑖𝑎), 𝑡𝑖𝑎, 𝑡𝑖𝑎 + 𝑠)

= Φ𝑈 (𝑥 + 𝑆𝑖 , 𝑡
𝑖
𝑎, 𝑡

𝑖
𝑎 + 𝑠)

= Φ∇⊥ [𝜒 ( ·)𝜙★ ( ·−𝑆𝑖 , · ) ] (𝑥 + 𝑆𝑖 , 0, 𝑠).

Therefore, it follows from Lemma 3.10 that 𝜒(Φ∇⊥ [𝜒 ( ·)𝜙★ ( ·−𝑆𝑖 , · ) ] (𝑥 + 𝑆𝑖 , 0, 𝑡)) = 1
for all 𝑡 ∈ [0, 𝑇★]. As a result, the well-posed problem Φ′(𝑡) = 𝑢★(Φ(𝑡) − 𝑆𝑖 , 𝑡)
with Φ(0) = 𝑥 + 𝑆𝑖 is satisfied on [0, 𝑇★] by 𝑡 ↦→ Φ𝑢★ ( ·−𝑆𝑖 , · ) (𝑥 + 𝑆𝑖 , 0, 𝑡) and also
by 𝑡 ↦→ Φ∇⊥ [𝜒 ( ·)𝜙★ ( ·−𝑆𝑖 , · ) ] (𝑥 + 𝑆𝑖 , 0, 𝑡); thus, these two functions are equal.
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Case 2. If there exists 𝑠 ∈ [0, 𝑇★] such that 𝜇(Φ𝑢★ ( ·−𝑆𝑖 , · ) (𝑥 + 𝑆𝑖 , 0, 𝑠)) ≠ 0,
then (3.10) and (3.11) ensure that 𝜒(𝑧) = 1 for all 𝑧 from a neighborhood of
∪𝑡∈[0,𝑇★]Φ

𝑢★ ( ·−𝑆𝑖 , · ) (𝑥 + 𝑆𝑖 , 0, 𝑡). This implies

Φ𝑢★ ( ·−𝑆𝑖 , · ) (𝑥 + 𝑆𝑖 , 0, 𝑡) = Φ∇⊥ [𝜒 ( ·)𝜙★ ( ·−𝑆𝑖 , · ) ] (𝑥 + 𝑆𝑖 , 0, 𝑡)

for 𝑡 ∈ [0, 𝑇★]. Hence, the assertion can be concluded by analysis similar to the
previous case. □

Lemma 3.12. Let 𝑇 > 0 and 𝑣 : T2 × [0, 𝑇] −→ R2 sufficiently regular such that
the flow Φ𝑣 is well-defined. Then, one has

Φ𝑣( ·−𝑆, · ) (𝑥 + 𝑆, 0, 𝑡) = Φ𝑣 (𝑥, 0, 𝑡) + 𝑆

for all 𝑆 ∈ R2 and (𝑥, 𝑡) ∈ T2 × [0, 𝑇].

3.4 Controllability of convection along 𝑈

The goal of this section is to demonstrate approximate controllability of the
linear transport equation

𝜕𝑡𝑉 + (𝑈 · ∇)𝑉 = 𝐺,

where 𝑈 is defined via (3.18) and 𝐺 denotes a finite-dimensional physically
localized control.

Theorem 3.13. There exists a finite-dimensional space ℱ𝓉 consisting of smooth zero
average functions T2 −→ R supported in ω such that the following statement holds.
Given any 𝑚 ∈ N, 𝑣0, 𝑣1 ∈ 𝐻𝑚, and 𝜀 > 0, there is a control 𝐺 ∈ 𝐿2((0, 1);ℱ𝓉)
such that the solution 𝑉 ∈ 𝐶0( [0, 1]; 𝐻𝑚) to

𝜕𝑡𝑉 + (𝑈 · ∇)𝑉 = 𝐺,

𝑉 (·, 0) = 𝑣0
(3.20)

satisfies
∥𝑉 (·, 1) − 𝑣1∥𝑚 < 𝜀. (3.21)

Proof. The first step is to define a finite-dimensional and physically localized
auxiliary control, which however fails to be of zero average. In the second step,
the average is corrected. The last step will summarize how the universal space ℱ𝓉

arises from the foregoing constructions.
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Step 1. Auxiliary control. Let the functions 𝑣 ∈ 𝐶0( [0, 𝑇★]; 𝐻𝑚(T2;R)) and
𝑔★ ∈ 𝐿2((0, 𝑇★);ℋ) be obtained by Lemma 3.8 such that 𝑣 solves the transport
equation (3.13) with control 𝑔★ and satisfies

∥𝑣(·, 𝑇★) − 𝑣1∥𝑚 < 𝜀. (3.22)

Then, we define for all (𝑥, 𝑡) ∈ T2 × [0, 1] the auxiliary control

𝐺 (𝑥, 𝑡) ≔ 𝜇(𝑥)
𝑀∑︁
𝑖=1
I[𝑡𝑖𝑎 ,𝑡𝑖𝑏 ]

(𝑡)𝑔★(𝑥 − 𝑆𝑖 , 𝑡 − 𝑡𝑖𝑎), (3.23)

where 𝜇 with supp(𝜇) ⊂ O ⊂ ω is the cutoff from Section 3.1 and 𝑆1, . . . , 𝑆𝑀
satisfy (3.16).

Associated with the control 𝐺, let 𝑉 be the solution to 𝜕𝑡𝑉 + (𝑈 · ∇)𝑉 = 𝐺

with initial condition 𝑉 (·, 0) = 𝑣0. By the method of characteristics and Duhamel’s
principle, it holds

𝑉 (𝑥, 𝑡) = 𝑣0(Φ𝑈 (𝑥, 𝑡, 0)) +
∫ 𝑡

0
𝐺 (Φ𝑈 (𝑥, 𝑡, 𝑠), 𝑠) 𝑑𝑠

for all (𝑥, 𝑡) ∈ T2× [0, 1]. Now, let 𝑥 ∈ T2 be arbitrary and note that Φ𝑈 (𝑥, 1, 0) = 𝑥

holds due to (3.19). Therefore,

𝑉 (𝑥, 1) = 𝑣0(𝑥) +
∫ 1

0
𝐺 (Φ𝑈 (𝑥, 1, 𝑠), 𝑠) 𝑑𝑠

= 𝑣0(𝑥) +
𝑀∑︁
𝑖=1

∫ 1

0
𝜇(Φ𝑈 (𝑥, 1, 𝑠))I[𝑡𝑖𝑎 ,𝑡𝑖𝑏 ] (𝑠)𝑔

★(Φ𝑈 (𝑥, 1, 𝑠) − 𝑆𝑖 , 𝑠 − 𝑡𝑖𝑎) 𝑑𝑠.

Again by (3.19), it follows that

𝑉 (𝑥, 1) = 𝑣0(𝑥) +
𝑀∑︁
𝑖=1

∫ 1

0
𝜇(Φ𝑈 (𝑥, 0, 𝑠))I[𝑡𝑖𝑎 ,𝑡𝑖𝑏 ] (𝑠)𝑔

★(Φ𝑈 (𝑥, 0, 𝑠) − 𝑆𝑖 , 𝑠 − 𝑡𝑖𝑎) 𝑑𝑠

= 𝑣0(𝑥) +
𝑀∑︁
𝑖=1

∫ 𝑡𝑖
𝑏

𝑡𝑖𝑎

𝜇(Φ𝑈 (𝑥, 0, 𝑠))𝑔★(Φ𝑈 (𝑥, 0, 𝑠) − 𝑆𝑖 , 𝑠 − 𝑡𝑖𝑎) 𝑑𝑠,

which is due to a change of variables under the integral sign equal to

𝑣0(𝑥) +
𝑀∑︁
𝑖=1

∫ 𝑇★

0
𝜇(Φ𝑈 (𝑥, 0, 𝑠 + 𝑡𝑖𝑎))𝑔★(Φ𝑈 (𝑥, 0, 𝑠 + 𝑡𝑖𝑎) − 𝑆𝑖 , 𝑠) 𝑑𝑠.
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In view of Lemma 3.11, the previous expression equals

𝑣0(𝑥) +
𝑀∑︁
𝑖=1

∫ 𝑇★

0
𝜇(Φ𝑢★ ( ·−𝑆𝑖 , · ) (𝑥 + 𝑆𝑖 , 0, 𝑠))𝑔★(Φ𝑢★ ( ·−𝑆𝑖 , · ) (𝑥 + 𝑆𝑖 , 0, 𝑠) − 𝑆𝑖 , 𝑠) 𝑑𝑠,

and therefore Lemma 3.12 allows to infer that

𝑉 (𝑥, 1) = 𝑣0(𝑥) +
𝑀∑︁
𝑖=1

∫ 𝑇★

0
𝜇(Φ𝑢★ (𝑥, 0, 𝑠) + 𝑆𝑖)𝑔★(Φ𝑢★ (𝑥, 0, 𝑠) + 𝑆𝑖 − 𝑆𝑖 , 𝑠) 𝑑𝑠.

Recalling that (𝜇𝑖)𝑖∈{1,...,𝑀 } is the partition of unity from Section 3.1 and that 𝑢★

satisfies (3.12), one obtains

𝑉 (𝑥, 1) = 𝑣0(𝑥) +
𝑀∑︁
𝑖=1

∫ 𝑇★

0
𝜇𝑖 (Φ𝑢★ (𝑥, 0, 𝑠))𝑔★(Φ𝑢★ (𝑥, 0, 𝑠), 𝑠) 𝑑𝑠

= 𝑣0(Φ𝑢★ (𝑥, 𝑇★, 0)) +
∫ 𝑇★

0
𝑔★(Φ𝑢★ (𝑥, 𝑇★, 𝑠), 𝑠) 𝑑𝑠.

This demonstrates that 𝑉 (𝑥, 1) = 𝑣(𝑥, 𝑇★), and because 𝑣 satisfies (3.22), one
arrives at

∥𝑉 (·, 1) − 𝑣1∥𝑚 = ∥𝑣(·, 𝑇★) − 𝑣1∥𝑚 < 𝜀.

Step 2. Control with zero average. It remains to define suitable modifications
of 𝑉 and 𝐺 with zero average. Since 𝑉 (·, 1) = 𝑣(·, 𝑇★) has zero average because 𝑣

is the function from Lemma 3.8, we introduce

𝑉 (𝑥, 𝑡) ≔ 𝑉 (𝑥, 𝑡) −
𝜇(𝑥)

∫
T2 𝑉 (𝑥, 𝑡) 𝑑𝑥∫
T2 𝜇(𝑥) 𝑑𝑥

which by construction satisfies together with the modified control

𝐺 (𝑥, 𝑡) ≔ 𝐺 (𝑥, 𝑡) −
𝑑
𝑑𝑡

∫
T2 𝑉 (𝑧, 𝑡) 𝑑𝑧∫
T2 𝜇(𝑧) 𝑑𝑧

𝜇(𝑥) −
∫
T2 𝑉 (𝑧, 𝑡) 𝑑𝑧∫
T2 𝜇(𝑧) 𝑑𝑧

(𝑈 (𝑥, 𝑡) · ∇)𝜇(𝑥) (3.24)

the transport equation (3.20) and the condition (3.21).

Step 3. The space ℱ𝓉. By Definition 2.3, Theorem 3.4, (3.9), (3.11), and (3.18),
there exist smooth universal functions 𝑈1, . . . ,𝑈4𝑀+𝐷ω

∈ 𝐶∞(T2;R2) such that

𝑈 (𝑥, 𝑡) =
4𝑀+𝐷ω∑︁

𝑖=1
𝑢𝑖 (𝑡)𝑈𝑖 (𝑥) (3.25)
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for coefficients 𝑢1, . . . , 𝑢4𝑀+𝐷ω
∈ 𝐿2((0, 1);R). More specifically, one has 𝑦 ∈

𝐶∞
0 ((0, 1);ℋω) for an at most 𝐷ω-dimensional space ℋω ⊂ 𝐶∞(T2;R2); hence, we

can choose 𝑈1, . . . ,𝑈𝐷ω
∈ 𝐶∞(T2;R2) so that 𝑦(𝑥, 𝑡) = ∑𝐷ω

𝑖=1 𝑢𝑖 (𝑡)𝑈𝑖 (𝑥). Further,
by Definition 2.3, there are universal profiles Φ1, . . . ,Φ4 ∈ 𝐶∞(T2;R2) such that
the stream function 𝜙

★ in (3.18) has the four-dimensional representation

𝜙
★(𝑥, 𝑡) = 𝜙1(𝑡)Φ1(𝑥) + · · · + 𝜙4(𝑡)Φ4(𝑥),

with coefficients 𝜙1, . . . , 𝜙4 ∈ 𝐿2((0, 1);R). This provides

𝑈𝐷ω+1 = ∇⊥ [𝜒Φ1(· − 𝑆1)], . . . ,𝑈𝐷ω+4 = ∇⊥ [𝜒Φ4(· − 𝑆1)],
. . . ,𝑈𝐷ω+4𝑀 = ∇⊥ [𝜒Φ4(· − 𝑆𝑀 )] .

In a similar manner, from (3.9) it follows that there are universal functions
𝐺1, . . . , 𝐺4𝑀 ∈ 𝐶∞(T2;R2) with supp(𝐺𝑖) ⊂ ω for 𝑖 ∈ {1, . . . , 4𝑀} such that 𝐺
from (3.23) is with coefficients �̃�1, . . . , �̃�4𝑀 ∈ 𝐿2((0, 1);R) of the form

𝐺 (𝑥, 𝑡) =
4𝑀∑︁
𝑖=1

�̃�𝑖 (𝑡)𝐺𝑖 (𝑥).

In order to replace 𝐺1, . . . , 𝐺4𝑀 with zero average versions, we first expand 𝐺 in
the following way

𝐺 (𝑥, 𝑡) =
4𝑀∑︁
𝑖=1

�̃�𝑖 (𝑡)𝐺𝑖 (𝑥) +
4𝑀∑︁
𝑖=1

�̃�𝑖 (𝑡)
∫
T2 𝐺𝑖 (𝑧) 𝑑𝑧∫

T2 𝜇(𝑧) 𝑑𝑧
𝜇(𝑥),

where

𝐺𝑖 (𝑥) ≔ 𝐺𝑖 (𝑥) −
∫
T2 𝐺𝑖 (𝑧) 𝑑𝑧∫
T2 𝜇(𝑧) 𝑑𝑧

𝜇(𝑥)

for 𝑖 ∈ {1, . . . , 4𝑀}. Since the right-hand side in (3.24) and its last term both have
zero average, it follows that

4𝑀∑︁
𝑖=1

�̃�𝑖 (𝑡)
∫
T2 𝐺𝑖 (𝑧) 𝑑𝑧∫

T2 𝜇(𝑧) 𝑑𝑧
𝜇(𝑥) =

𝑑
𝑑𝑡

∫
T2 𝑉 (𝑧, 𝑡) 𝑑𝑧∫
T2 𝜇(𝑧) 𝑑𝑧

𝜇(𝑥).

Plugging this into (3.24), we obtain 𝐺1, . . . , 𝐺8𝑀+𝐷ω
∈ 𝐶∞(T2;R2) with zero

average and supp(𝐺𝑖) ⊂ ω for 𝑖 ∈ {1, . . . , 8𝑀 + 𝐷ω} such that

𝐺 (𝑥, 𝑡) =
8𝑀+𝐷ω∑︁

𝑖=1
𝑔𝑖 (𝑡)𝐺𝑖 (𝑥)

for coefficients 𝑔1, . . . , 𝑔8𝑀+𝐷ω
∈ 𝐿2((0, 1);R). Thus, the space ℱ𝓉 can be taken

as the span of 𝐺1, . . . , 𝐺8𝑀+𝐷ω
. □
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Remark 3.14. The result of Theorem 3.13 remains true for states with nonzero
average, as long as one adds to ℱ𝓉 the one-dimensional space spanned by the
smooth cutoff 𝜇 from Section 3.1 (or by any other smooth nonzero average function
supported in ω). Indeed, if 𝜏0 denotes the average of 𝑣0 and 𝜏1 is the average
of 𝑣1, one can take 𝜏 ∈ 𝐶∞

0 ((0, 1);R) such that ∫ 1
0 𝜏(𝑠) 𝑑𝑠 = 1 and observe that the

solution to
𝜕𝑡 �̃� + (𝑈 · ∇)̃𝑣 = 𝜁 ≔

𝜏(𝜏1 − 𝜏0)∫
T2 𝜇(𝑥) 𝑑𝑥

𝜇

with initial condition �̃�(·, 0) = 𝜏0 satisfies ∫T2 �̃�(𝑥, 1) 𝑑𝑥 = 𝜏1. Subsequently, one
obtains a zero average control 𝐺 by applying Theorem 3.13 with initial state 𝑣0 − 𝜏0
and target state 𝑣1 − �̃�(·, 1). The desired control for the nonzero average trajectory
is then 𝐺 = 𝐺 + 𝜁 . Notably, while this is an approximate controllability result, the
average is controlled exactly.

Remark 3.15. Let 𝜀 > 0 and 𝐵 a bounded set in 𝐻𝑚+1 with 𝑣0, 𝑣1 ∈ 𝐵. By Re-
mark 3.9 and the constructions in (3.23) and (3.24), the controls from Theorem 3.13
and Remark 3.14 for the modified target condition

∥𝑉 (·, 1) − 𝑣1∥𝑚 < 𝜀∥𝑣0 − 𝑣1∥𝑚+1

can be chosen of the form 𝐺 = L𝜀 (𝑣1 − 𝑣0), where L𝜀 is a continuous linear
operator 𝐻𝑚 −→ 𝐿2((0, 1);ℱ𝓉).

The following auxiliary lemma, which will be used in Section 4, emphasizes
the 1-periodicity of homogeneous transportation with stretching effect along the
vector field 𝑈 from (3.18).

Lemma 3.16. For each 𝑉0 ∈ 𝐻1, the solution 𝑉 to the homogeneous linear
convection problem

𝜕𝑡𝑉 + (𝑈 · ∇)𝑉 + (Υ(𝑉) · ∇)∇ ∧𝑈 = 0

with 𝑉 (·, 0) = 𝑉0 satisfies 𝑉 (·, 1) = 𝑉0.

Proof. Due to the definition of 𝑈 in (3.18), the problem reduces to showing that
the solution 𝑉 𝑙 on T2 × [𝑡𝑙𝑐, 𝑡𝑙+1

𝑐 ] to

𝜕𝑡𝑉
𝑙 + (𝑈 · ∇)𝑉 𝑙 + (Υ(𝑉 𝑙) · ∇)∇ ∧𝑈 = 0

with initial state 𝑉 𝑙 (·, 𝑡𝑙𝑐) = 𝑉0 satisfies 𝑉 (𝑡𝑙+1
𝑐 ) = 𝑉0 for each 𝑙 ∈ {0, . . . , 𝑀 − 1}

and 𝑉0 ∈ 𝐻1. This follows from a time reversibility argument and the properties
(3.4), (3.11), (3.12), (3.17), and (3.19). Indeed,

𝑈 (·, 𝑡𝑙𝑐 + 3𝑇★/2 + 𝑡) = −𝑈 (·, 𝑡𝑙𝑐 + 3𝑇★/2 − 𝑡)
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holds for all 𝑡 ∈ [0, 3𝑇★/2]. Therefore, each 𝑉 𝑙 (·, 𝑡) ≔ 𝑉 𝑙 (·, 𝑡𝑙𝑐 +3𝑇★/2− 𝑡) satisfies
in T2 × [0, 3𝑇★/2] the equation

𝜕𝑡𝑉
𝑙 + (𝑈 (·, 𝑡𝑙𝑐 + 3𝑇★/2 + ·) · ∇)𝑉 𝑙 + (Υ(𝑉 𝑙) · ∇)∇ ∧𝑈 (·, 𝑡𝑙𝑐 + 3𝑇★/2 + ·) = 0

with initial condition 𝑉 𝑙 (·, 0) = 𝑉 𝑙 (·, 𝑡𝑙𝑐 +3𝑇★/2). Due to 𝑉 𝑙 (·, 3𝑇★/2) = 𝑉 𝑙 (·, 𝑡𝑙𝑐) =
𝑉0, noting that 𝑉 𝑙 (·, 𝑡) ≔ 𝑉 𝑙 (·, 𝑡𝑙𝑐 + 3𝑇★/2 + 𝑡) and 𝑉 𝑙 both solve on [0, 3𝑇★/2] the
same well-posed problem, the claim follows. □

4 The nonlinear problem

Like the 2D incompressible Navier–Stokes equations (see [21, 54, 55]), the
planar Boussinesq system (1.1) with nonzero viscosity and thermal diffusivity is
well-posed in common Sobolev space settings. We will work with the vorticity-
temperature formulation obtained from (1.1) by formally applying the operator ∇∧
in the velocity equation.

Given 𝑇 > 0 and 𝑚 ∈ N, we define the spaces X𝑚
𝑇

≔ A𝑚−1
𝑇

× A𝑚
𝑇

with the
norm ∥(𝑤, 𝜃)∥X𝑚

𝑇
≔ ∥𝑤∥A𝑚−1

𝑇
+ ∥𝜃∥A𝑚

𝑇
, where

A𝑘
𝑇 ≔ 𝐶0( [0, 𝑇]; 𝐻𝑘 (T2;R)) ∩ 𝐿2((0, 𝑇); 𝐻𝑘+1(T2;R))

is for 𝑘 ∈ N0 equipped with

∥ · ∥A𝑘
𝑇
≔ ∥ · ∥𝐶0 ( [0,𝑇 ];𝐻𝑘 (T2;R) ) + ∥ · ∥𝐿2 ( (0,𝑇 );𝐻𝑘+1 (T2;R) ) .

Then, for any (𝑤0, 𝜃0) ∈ 𝐻𝑚−1 × 𝐻𝑚, (ℎ1, ℎ2) ∈ 𝐿2((0, 𝑇); 𝐻𝑚−2 × 𝐻𝑚−1) and
𝐴 ∈ 𝑊1,2((0, 𝑇);R2), there exists a unique solution (𝑤, 𝜃) ∈ X𝑚

𝑇
to the Boussinesq

system in vorticity-temperature form

𝜕𝑡𝑤 − 𝜈Δ𝑤 + (𝑢 · ∇) 𝑤 = 𝜕1𝜃 + ℎ1,

𝑢(·, 𝑡) = Υ(𝑤, 𝐴),
𝜕𝑡𝜃 − 𝜏Δ𝜃 + (𝑢 · ∇) 𝜃 = ℎ2,

𝑤(·, 0) = 𝑤0, 𝜃 (·, 0) = 𝜃0.

(4.1)

Moreover, the resolving operator for (4.1), associating with (𝑤0, 𝜃0, ℎ1, ℎ2, 𝐴) the
solution (𝑤, 𝜃) to (4.1), is continuous and given by

𝑆𝑇 : 𝐻𝑚−1 × 𝐻𝑚 × 𝐿2((0, 𝑇); 𝐻𝑚−2 × 𝐻𝑚−1) ×𝑊1,2((0, 𝑇);R2) −→ X𝑚
𝑇 ,

(𝑤0, 𝜃0, ℎ1, ℎ2, 𝐴) ↦−→ 𝑆𝑇 (𝑤0, 𝜃0, ℎ1, ℎ2, 𝐴) ≔ (𝑤, 𝜃).
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4.1 Proof of Theorem 1.1

To begin with, let us emphasize that the profile 𝑈 from (3.18) satisfies due to
Theorem 3.4 the following controllability problem for the incompressible Euler
system in T2 × (0, 1):

𝜕𝑡𝑈 + (𝑈 · ∇)𝑈 + ∇𝑃 = Iω𝐻,

div(𝑈) = 0,

𝑈 (·, 0) = 𝑈 (·, 1) = 0,

(4.2)

where

𝑃 ∈ 𝐿2((0, 1);𝐶∞(T2;R2)), 𝐻 ∈ 𝐿2((0, 1);𝐶∞(T2;R2)),
supp(𝐻) ⊂ ω × (0, 1).

Moreover, since 𝑈 (·, 𝑡) is a gradient in a neighborhood of T2 \ ω at each time
𝑡 ∈ [0, 1], the functions

𝐻1,1 ≔ ∇ ∧ 𝐻, 𝐻1,2 ≔ −Δ(∇ ∧𝑈)

satisfy
supp(𝐻1,1) ∪ supp(𝐻1,2) ⊂ ω × [0, 1] .

Further, we define

𝑈 𝛿 (·, 𝑡) ≔ 𝛿−1𝑈 (·, 𝛿−1𝑡),

𝐴𝛿 (𝑡) ≔ 𝛿−1
∫ 𝛿−1𝑡

0

∫
T2

𝐻 (𝑥, 𝑠) 𝑑𝑥𝑑𝑠,

𝐻1, 𝛿 (·, 𝑡) ≔ 𝛿−2𝐻1,1(·, 𝛿−1𝑡) + 𝛿−1𝜈𝐻1,2(·, 𝛿−1𝑡)

(4.3)

for 𝛿 > 0 and all 𝑡 ∈ [0, 𝛿]. As 𝑈 is by construction supported in (0, 1) with
respect to the time variable, it follows from (4.2) that

𝐴𝛿 (𝛿) = 𝛿−1
∫ 1

0

∫
T2

𝐻 (𝑥, 𝑠) 𝑑𝑥𝑑𝑠 = 0.

The next theorem is part of the return method argument, employed here to
relate the temperature in (4.1) at a small time 𝑡 = 𝛿 with the solution to (3.20)
evaluated at 𝑡 = 1. The present situation is slightly different from that in [40, 41],
but the proof follows closely the corresponding arguments from these references;
the general approach is due to [8], and we refer also to [24, 38].
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Theorem 4.1. Assume that 𝑚 ⩾ 2, (𝑤0, 𝜃0) ∈ 𝐻𝑚 × 𝐻𝑚+1(T2;R), 𝐴 ∈ R2,
𝑏 ∈ 𝐶∞(T2 × [0, 1];R2), and (ℎ1, ℎ2) ∈ 𝐿2((0, 𝑇); 𝐻𝑚−2 ×𝐻𝑚−1) for some 𝑇 > 0.
Moreover, denote by (𝑣𝛿 , 𝜗𝛿)𝛿∈ (0,min{1,𝑇 }) the solutions to the linear problems
with parameter 𝛿 ∈ (0,min{1, 𝑇}):

𝜕𝑡𝑣𝛿 + (𝑈 · ∇)𝑣𝛿 + (Υ(𝑣𝛿 , 𝐵𝛿) · ∇)∇ ∧𝑈 = 𝜕1𝜗𝛿 + ∇ ∧ 𝑏,

𝜕𝑡𝜗𝛿 + (𝑈 · ∇)𝜗𝛿 = 𝜁𝛿 ,

𝑣𝛿 (·, 0) = 𝑤0, 𝜗𝛿 (·, 0) = 𝛿𝜃0,

(4.4)

where

𝐵𝛿 (𝑡) ≔ 𝐴 +
∫ 𝑡

0

∫
T2

𝑏(𝑥, 𝑠) 𝑑𝑥𝑑𝑠 + 𝑒2

∫ 𝑡

0

∫
T2
𝛿−1𝜗𝛿 (𝑥, 𝑠) 𝑑𝑥𝑑𝑠

for 𝑡 ∈ [0, 1] and the family (𝜁𝛿)𝛿∈ (0,min{1,𝑇 }) ⊂ 𝐿2((0, 1);𝐶∞(T2;R)) of forces
is chosen such that

sup
𝑡∈[0,1]

∥𝜗𝛿 (·, 𝑡)∥𝑚+1 = 𝒪(𝛿) as 𝛿 −→ 0. (4.5)

Further, for 𝑡 ∈ [0, 𝛿], denote

𝐻2, 𝛿 (·, 𝑡) ≔ 𝛿−2𝜁𝛿 (·, 𝛿−1𝑡), 𝑏𝛿 (·, 𝑡) ≔ 𝛿−1𝑏(·, 𝛿−1𝑡),
ℵ𝛿 (𝑡) ≔ 𝐴𝛿 (𝑡) + 𝐵𝛿 (𝛿−1𝑡).

Then, as 𝛿 −→ 0, one has in 𝐻𝑚−1 × 𝐻𝑚(T2;R) the convergence

𝑆𝛿 (𝑤0, 𝜃0, ℎ1 + 𝐻1, 𝛿 + ∇ ∧ 𝑏 𝛿 , ℎ2 + 𝐻2, 𝛿 ,ℵ𝛿) |𝑡=𝛿 − (𝑣𝛿 , 𝛿−1𝜗𝛿) (·, 1) −→ 0,

uniformly with respect to (ℎ1, ℎ2) from bounded subsets of 𝐿2((0, 𝑇); 𝐻𝑚−2×𝐻𝑚−1)
and (𝑤0, 𝜃0) from bounded subsets of ∈ 𝐻𝑚 × 𝐻𝑚+1(T2;R).

Proof. Given any fixed 𝛿 ∈ (0,min{1, 𝑇}), we denote by (𝑤𝛿 ,𝑈𝛿 ,Θ𝛿) the solution
to (4.1) on [0, 𝛿] issued from the initial state (𝑤0, 𝜃0), driven by (ℎ1 + 𝐻1, 𝛿 + ∇ ∧
𝑏 𝛿 , ℎ2 + 𝐻2, 𝛿), and having the velocity average ℵ𝛿 . That is,

(𝑊𝛿 ,Θ𝛿) = 𝑆𝛿 (𝑤0, 𝜃0, ℎ1 + 𝐻1, 𝛿 + ∇ ∧ 𝑏 𝛿 , ℎ2 + 𝐻2, 𝛿 ,ℵ𝛿)

and 𝑈𝛿 (𝑥, 𝑡) = Υ(𝑊𝛿 ,ℵ𝛿). Then, in the limit 𝛿 −→ 0, we study for the func-
tions 𝑊𝛿 , 𝑈𝛿 , and Θ𝛿 an ansatz of the form

𝑊𝛿 = 𝑤𝛿 + 𝑧𝛿 + 𝑟 𝛿 , 𝑈𝛿 = 𝑈 𝛿 + 𝑍𝛿 + Υ(𝑟 𝛿), Θ𝛿 = 𝜃 𝛿 + 𝑠𝛿 ,
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where 𝑟 𝛿 and 𝑠𝛿 denote remainders and

𝑧𝛿 ≔ 𝑣𝛿 (·, 𝛿−1·), 𝑤𝛿 ≔ ∇ ∧𝑈 𝛿 , 𝜃 𝛿 ≔ 𝛿−1𝜗𝛿 (·, 𝛿−1·),
𝑍𝛿 ≔ Υ(𝑧𝛿 , 𝐵𝛿 (𝛿−1·)).

Since 𝑤𝛿 (·, 𝛿) = 0 in T2, the proof will be complete after the following convergence
is obtained:

∥𝑟 𝛿 (·, 𝛿)∥𝑚−1 + ∥𝑠𝛿 (·, 𝛿)∥𝑚 −→ 0 as 𝛿 −→ 0. (4.6)

Plugging this ansatz to the equations in (4.1), while recalling (4.2)–(4.4), the
remainder profiles are seen to satisfy in T2 × [0, 𝛿] the problem

𝜕𝑡𝑟 𝛿 − 𝜈Δ𝑟 𝛿 + (𝑈 𝛿 + 𝑍𝛿 + Υ(𝑟 𝛿)) · ∇𝑟 𝛿 + Υ(𝑟 𝛿) · ∇(𝑤𝛿 + 𝑧𝛿) = 𝜕1𝑠𝛿 + Ξ𝛿 ,

𝜕𝑡 𝑠𝛿 − 𝜏Δ𝑠𝛿 + (𝑈 𝛿 + 𝑍𝛿 + Υ(𝑟 𝛿)) · ∇𝑠𝛿 + Υ(𝑟 𝛿) · ∇𝜃 𝛿 = Λ𝛿 ,

(4.7)
with zero initial states 𝑟 𝛿 (·, 0) = 𝑠𝛿 (·, 0), and where

Ξ𝛿 ≔ 𝜈Δ𝑧𝛿 − (𝑍𝛿 · ∇)𝑧𝛿 + ℎ1, Λ𝛿 ≔ 𝜏Δ𝜃 𝛿 − (𝑍𝛿 · ∇)𝜃 𝛿 + ℎ2.

To underscore that all estimates are uniform with respect to initial states and
prescribed forces from bounded sets, we note that (𝑣𝛿 , 𝛿−1𝜗𝛿) remains for each
𝛿 ∈ (0,min{1, 𝑇}) in a fixed bounded subset of 𝐶0( [0, 1]; 𝐻𝑚 × 𝐻𝑚+1) when
(𝑤0, 𝜃0) vary in a fixed bounded subset of 𝐻𝑚 × 𝐻𝑚+1. Now, we multiply in (4.7)
with (−Δ)𝑚−1𝑟 𝛿 and (−Δ)𝑚𝑠𝛿 , respectively, followed by applications of Poincaré’s
inequality and the elliptic estimate ∥Υ(𝜙)∥𝑘 ≲ ∥𝜙∥𝑘−1 for 𝑘 ∈ N, where “≲”
means “⩽ 𝐶” and for a generic constant 𝐶 > 0 independent of 𝛿. For example, due
to (4.5) and because 𝐴 and 𝑏 are fixed, we have

sup𝑡∈[0, 𝛿 ] ∥𝑍𝛿 (·, 𝑡)∥𝑚+1 ≲ sup𝑡∈[0, 𝛿 ] ∥𝑧𝛿 (·, 𝑡)∥𝑚 + |𝐴| + ∥𝑏∥𝐿1 (0, 𝛿 );𝐿1 (T2;R2 ) + 1

≲ sup𝑡∈[0, 𝛿 ] ∥𝑧𝛿 (·, 𝑡)∥𝑚 + 1.

As a result of these steps, and by temporarily using abbreviations of the type
𝑓 = 𝑓 (·, 𝑡), we obtain

1
2
𝑑

𝑑𝑡

(
∥𝑟 𝛿 ∥2

𝑚−1 + ∥𝑠𝛿 ∥2
𝑚

)
+ 𝜈∥𝑟 𝛿 ∥2

𝑚 + 𝜏∥𝑠𝛿 ∥2
𝑚+1

≲ ∥𝑟 𝛿 ∥2
𝑚−1

(
∥𝑧𝛿 ∥𝑚 + ∥𝑟 𝛿 ∥𝑚

)
+ ∥𝑈 𝛿 ∥𝑚+1

(
∥𝑟 𝛿 ∥2

𝑚−1 + ∥𝑠𝛿 ∥2
𝑚

)
+ ∥𝑟 𝛿 ∥𝑚−1

(
∥𝜃 𝛿 ∥𝑚+1∥𝑠𝛿 ∥𝑚 + ∥𝑠𝛿 ∥𝑚∥𝑠𝛿 ∥𝑚+1

)
+ (∥𝑧𝛿 ∥𝑚 + 1)

(
∥𝑟 𝛿 ∥2

𝑚−1 + ∥𝑠𝛿 ∥2
𝑚

)
+ ∥𝑟 𝛿 ∥𝑚−1∥𝑠𝛿 ∥𝑚

+ ∥Ξ𝛿 ∥𝑚−2∥𝑟 𝛿 ∥𝑚 + ∥Λ𝛿 ∥𝑚−1∥𝑠𝛿 ∥𝑚+1

(4.8)

36



for 𝑡 ∈ [0, 𝛿]. Thanks to the continuous Sobolev embeddings 𝐻2(T2;R𝑁 ) ↩→
𝐿∞(T2;R) and 𝐻1(T2;R𝑁 ) ↩→ 𝐿4(T2;R𝑁 ), 𝑁 ∈ {1, 2}, it follows that

∥𝑟 𝛿 ∥2
𝑚−1∥𝑟 𝛿 ∥𝑚 ⩽ 𝛼∥𝑟 𝛿 ∥2

𝑚 + 𝛼−1𝐶∥𝑟 𝛿 ∥4
𝑚−1,

∥𝑟 𝛿 ∥𝑚−1∥𝜃 𝛿 ∥𝑚+1∥𝑠𝛿 ∥𝑚 ⩽ ∥𝜃 𝛿 ∥𝑚+1
(
∥𝑟 𝛿 ∥2

𝑚−1 + ∥𝑠𝛿 ∥2
𝑚

)
,

∥𝑟 𝛿 ∥𝑚−1∥𝑠𝛿 ∥𝑚∥𝑠𝛿 ∥𝑚+1 ⩽ 𝛼∥𝑠𝛿 ∥2
𝑚+1 + 𝛼−1𝐶

(
∥𝑟 𝛿 ∥4

𝑚−1 + ∥𝑠𝛿 ∥4
𝑚

)
∥𝑟 𝛿 ∥𝑚−1∥𝑠𝛿 ∥𝑚 ⩽ 2−1∥𝑟 𝛿 ∥2

𝑚−1 + 2−1∥𝑠𝛿 ∥2
𝑚,

∥Ξ𝛿 ∥𝑚−2 ⩽ ∥𝑧𝛿 ∥𝑚 + ∥𝑧𝛿 ∥2
𝑚 + ∥ℎ1∥𝑚−2 + 1,

∥Λ𝛿 ∥𝑚−1 ⩽ ∥𝜃 𝛿 ∥𝑚+1 + ∥𝑧𝛿 ∥2
𝑚 + ∥𝜃 𝛿 ∥2

𝑚+1 + ∥ℎ2∥𝑚−1,

where 𝛼 > 0 is small. The idea is then to observe that integrals involving several
of the terms in (4.8) vanish when taking the limit 𝛿 −→ 0. Indeed,∫ 𝑡

0
∥ 𝑓 (·, 𝜎)∥𝑙 𝑑𝜎 ⩽ min

{
𝛿

∫ 1

0
∥ 𝑓 (·, 𝛿𝜎)∥𝑙 𝑑𝜎,

∫ 𝛿

0
∥ 𝑓 (·, 𝜎)∥𝑙 𝑑𝜎

}
for any 𝑓 ∈ 𝐿1((0, 𝛿); 𝐻𝑙 (T2;R)) with 𝑙 ⩾ 0 and 𝑡 ∈ [0, 𝛿]. For instance, recalling
that 𝜗𝛿 (·, 0) = 𝛿𝜃0 together with the choice of (𝜁𝛿)𝛿∈ (0,min{1,𝑇 }) in (4.4) yield
sup𝑡∈[0, 𝛿 ] ∥𝜃 𝛿 (·, 𝑡)∥𝑚+1 = 𝒪(1) as 𝛿 −→ 0, we have

lim
𝛿→0

∫ 𝛿

(∥Ξ𝛿 (·, 𝜎)∥𝑚−2 + ∥Λ𝛿 (·, 𝜎)∥𝑚−1) 𝑑𝜎 = 0,

lim
𝛿→0

∫ 𝛿

0
∥𝑈 𝛿 (·, 𝜎) + 𝑍𝛿 (·, 𝜎)∥𝑚+1 𝑑𝜎 ⩽ sup

𝑠∈[0,1]
∥𝑈 (·, 𝑠)∥𝑚+1,∫ 𝛿

0
∥𝜃 𝛿 (·, 𝜎)∥2

𝑚+1 𝑑𝜎 ⩽ 𝛿−1 sup
𝑠∈[0,1]

∥𝜗𝛿 (·, 𝑠)∥2
𝑚+1 = 𝒪(𝛿) as 𝛿 −→ 0.

Therefore, an application of Grönwall’s lemma implies the existence of a constants
(𝐶𝛿)𝛿∈ (0,min{1,𝑇 }) satisfying lim𝛿→0 𝐶𝛿 = 0 and

∥𝑟 𝛿 (·, 𝑡)∥2
𝑚−1 + ∥𝑠𝛿 (·, 𝑡)∥2

𝑚 ⩽ 𝐶𝛿 + 𝐶

∫ 𝑡

0

(
∥𝑟 𝛿 (·, 𝜎)∥4

𝑚−1 + ∥𝑠𝛿 (·, 𝜎)∥4
𝑚

)
𝑑𝜎.

Thus, the function

Ψ𝛿 (𝑡) ≔ 𝐶𝛿 + 𝐶

∫ 𝑡

0

(
∥𝑟 𝛿 (·, 𝜎)∥4

𝑚−1 + ∥𝑠𝛿 (·, 𝜎)∥4
𝑚

)
𝑑𝜎

satisfies 𝑑Ψ𝛿/𝑑𝑡 ⩽ 𝐶Ψ2
𝛿

and (4.6) follows by integrating this inequality. □
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Remark 4.2. To conclude Theorem 1.1 and Corollary 1.2, we will apply The-
orem 4.1, and Corollary 4.3 below, only with 𝑏 = 0, 𝐴 = 0, 𝜏 = 0, and
∫T2 𝜃0(𝑥) 𝑑𝑥 = ∫T2 𝜃1(𝑥) 𝑑𝑥 = 0. Regarding the relevance of other choices for
these parameters, see Remark 4.7.

Let ℱ̃𝓉 be obtained by adding to ℱ𝓉 the space spanned by the smooth cutoff 𝜇

from Section 3.1.

Corollary 4.3. Let 𝑇 > 0, 𝑚 ⩾ 2, (𝑤0, 𝜃0, 𝜃1) ∈ 𝐻𝑚×𝐻𝑚+1(T2;R) ×𝐻𝑚+1(T2;R),
𝑏 ∈ 𝐶∞(T2 × [0, 1];R2), 𝐴 ∈ R2, (ℎ1, ℎ2) ∈ 𝐿2((0, 𝑇); 𝐻𝑚−2 × 𝐻𝑚−1), and
𝜏 ∈ 𝐶∞

0 ((0, 1);R) with ∫ 1

0
𝜏(𝑠) 𝑑𝑠 =

∫
T2
(𝜃1 − 𝜃0) (𝑥) 𝑑𝑥.

There exist (𝜁𝛿)𝛿∈ (0,min{1,𝑇 }) ⊂ 𝐿2((0, 1); ℱ̃𝓉), with
∫
T2 𝜁𝛿 (𝑥, 𝑡) 𝑑𝑥 = 𝛿𝜏(𝑡) for

𝛿 ∈ (0,min{1, 𝑇}) and almost all 𝑡 ∈ [0, 1], so that in 𝐻𝑚−1 × 𝐻𝑚(T2;R2) one
has the convergence

lim
𝛿→0

𝑆𝛿

(
𝑤0, 𝜃0, ℎ1 + 𝐻1, 𝛿 + ∇ ∧ 𝑏 𝛿 ,

ℎ2 + 𝛿−2𝜁𝛿 (·, 𝛿−1·),ℵ𝛿

)
|𝑡=𝛿 = (𝑣𝑏 (·, 1), 𝜃1), (4.9)

where

𝑏 𝛿 (·, 𝑡) = 𝛿−1𝑏(·, 𝛿−1𝑡), ℵ𝛿 (𝑡) ≔ 𝐴𝛿 (𝑡) + 𝐵(𝛿−1𝑡)

for 𝑡 ∈ [0, 𝛿] and

𝐵(𝑡) ≔ 𝐴 +
∫ 𝑡

0

∫
T2

𝑏(𝑥, 𝑠) 𝑑𝑥𝑑𝑠 + 𝑒2

(∫ 𝑡

0

∫ 𝑠

0
𝜏(𝑟) 𝑑𝑟𝑑𝑠 + 𝑡

∫
T2
𝜃0(𝑥) 𝑑𝑥

)
for 𝑡 ∈ [0, 1], while the function 𝑣𝑏 solves

𝜕𝑡𝑣
𝑏 + (𝑈 · ∇)𝑣𝑏 + (Υ(𝑣𝑏, 𝐵) · ∇)∇ ∧𝑈 = ∇ ∧ 𝑏,

𝑣𝑏 (·, 0) = 𝑤0.
(4.10)

The limit in (4.9) is uniform with respect to (ℎ1, ℎ2) from bounded subsets
of 𝐿2((0, 𝑇); 𝐻𝑚−2 × 𝐻𝑚−1) and (𝑤0, 𝜃0) from bounded subsets of ∈ 𝐻𝑚 ×
𝐻𝑚+1(T2;R). Furthermore, if (𝜃0, 𝜃1) ∈ 𝐻𝑚+1 × 𝐻𝑚+1 and 𝜏 = 0, then one
can use controls (𝜁𝛿)𝛿∈ (0,min{1,𝑇 }) ⊂ 𝐿2((0, 1);ℱ𝓉).
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Proof. Let 𝜀 > 0. If 𝜏 = 0, we apply Theorem 3.13 for each 𝜌 ∈ (0,min{1, 𝑇}) with
initial state 𝜌𝜃0 and target state 𝜌𝜃1. In view of Remark 3.15, this provides controls
(𝜁𝜌)𝜌∈ (0,min{1,𝑇 }) ∈ 𝐿2((0, 1);ℱ𝓉) such that the solution 𝜗𝜌 to the transport
equation

𝜕𝑡𝜗𝜌 + (𝑈 · ∇)𝜗𝜌 = 𝜁𝜌

with initial condition 𝜗𝜌 (·, 0) = 𝜌𝜃0 satisfies

∥𝜗𝜌 (·, 1) − 𝜌𝜃1∥𝑚 < 𝜀𝜌. (4.11)

If some values of 𝜏 are nonzero, we use the version of Theorem 3.13 described in
Remark 3.14, which leads instead to controls (𝜁𝜌)𝜌∈ (0,min{1,𝑇 }) ∈ 𝐿2((0, 1); ℱ̃𝓉).
According to Remark 3.15, the family (𝜁𝜌)𝜌∈ (0,min{1,𝑇 }) can be fixed such that

∥𝜁𝜌∥𝐿2 ( (0,1);𝐻𝑚 ) = 𝒪(𝜌) as 𝜌 −→ 0.

Now, we define for 𝜌 ∈ (0,min{1, 𝑇}) the function 𝑣𝜌 as the solution to

𝜕𝑡𝑣𝜌 +𝑈 · ∇𝑣𝜌 +
(
Υ(𝑣𝜌, 𝐵) · ∇

)
(∇ ∧𝑈) = 𝜕1𝜗𝜌 + ∇ ∧ 𝑏

with initial condition 𝑣𝜌 (·, 0) = 𝑤0. Basic estimates and Remark 3.15 imply

sup
𝑡∈[0,1]

∥𝜗𝜌 (·, 𝑡)∥𝑚+1 + ∥𝑣𝜌 (·, 1) − 𝑣𝑏 (·, 1)∥𝑚 = 𝒪(𝜌) as 𝜌 −→ 0.

Thus, by combining Theorem 4.1 and (4.11), there exists 𝛿0 = 𝛿0(𝜀) > 0 such that
one has for all 𝛿 ∈ (0, 𝛿0) the estimate

∥(𝑤𝛿 , 𝜃 𝛿) (·, 𝛿) − (𝑣𝑏 (·, 1), 𝜃1)∥𝐻𝑚−1×𝐻𝑚 (T2;R2 ) < 𝜀,

where

(𝑤𝛿 , 𝜃 𝛿) ≔ 𝑆𝛿

(
𝑤0, 𝜃0, ℎ1 + 𝐻1, 𝛿 + ∇ ∧ 𝑏 𝛿 , ℎ2 + 𝛿−2𝜁𝛿 (·, 𝛿−1·),ℵ𝛿

)
.

□

Theorem 1.1 follows now from the choice of controls (𝜁𝛿)𝛿∈ (0,min{1,𝑇 }) ⊂
𝐿2((0, 1);ℱ𝓉) made via Corollary 4.3 for 𝑤0 = ∇ ∧ 𝑢0, ℎ1 = ∇ ∧ 𝑓 , ℎ2 = 𝑔, 𝑏 = 0,
𝐴 = 0, 𝜏 = 0, and ∫T2 𝜃0(𝑥) 𝑑𝑥 = ∫T2 𝜃1(𝑥) 𝑑𝑥 = 0. Indeed, Lemma 3.16 implies in
this case that 𝑣𝑏 (·, 1) = 𝑤0 for the solution 𝑣𝑏 to (4.10). Moreover, the solution
to (1.1) driven by the controls

𝜉 (·, 𝑡) = 𝛿−2𝐻 (·, 𝛿−1𝑡) − 𝛿−1Δ𝑈 (·, 𝛿−1𝑡),
𝜂(·, 𝑡) = 𝛿−2𝜁𝛿 (·, 𝛿−1𝑡)
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is for 𝑡 ∈ [0, 𝛿] given by (𝑢𝛿 , 𝜃 𝛿), where 𝑢𝛿 = Υ(𝑤𝛿 , 𝐴𝛿) is the velocity associated
with (𝑤𝛿 , 𝜃 𝛿) = 𝑆𝛿 (𝑤0, 𝜃0, 𝐻1, 𝛿 , ℎ2 + 𝛿−2𝜁𝛿 (·, 𝛿−1·), 𝐴𝛿). Since 𝐴𝛿 (𝛿) = 0, the
approximate controllability of 𝑢𝛿 follows from Corollary 4.3 by using the elliptic
estimate

∥𝑢𝛿 (·, 𝛿) − 𝑢0∥𝑚 ≲ ∥𝑤𝛿 (·, 𝛿) − 𝑤0∥𝑚−1.

The space ℱ𝓉 in Theorem 1.1 can be taken as the (𝐷ω + 8𝑀)-dimensional
one from Theorem 3.13, recalling that 𝐷ω is fixed in terms of the universal
choice of 𝑦 via Theorem 3.4. Regarding the space ℱ𝓋, from Theorem 3.4 and the
representation 𝑈 (𝑥, 𝑡) = ∑4𝑀+𝐷ω

𝑖=1 𝑢𝑖 (𝑡)𝑈𝑖 (𝑥) in (3.25), we know that 𝑡 ↦→ 𝑈 (·, 𝑡)
and 𝑡 ↦→ Δ𝑈 (·, 𝑡) can be chosen as curves in possibly different but at most
(4𝑀 + 𝐷ω)-dimensional spaces. Moreover, for 𝑞 satisfying 𝜕𝑡𝑈 + (𝑈 · ∇)𝑈 = ∇𝑞
in a neighborhood of T2 \ ω, we can take 𝑃 = −(1 − 𝜒)𝑞, with 𝜒 from Section 3.1,
and fix 𝐻 = 𝜕𝑡𝑈 + (𝑈 · ∇)𝑈 + ∇𝑃. Therefore, the dimension of ℱ𝓋 can be kept
below or equal to

𝐷𝓋 ≔ 12𝑀 + 3𝐷ω + (4𝑀 + 𝐷ω)2 − 4𝑀 − 𝐷ω

2
,

where the contribution

4𝑀 + 𝐷ω + (4𝑀 + 𝐷ω)2 − 4𝑀 − 𝐷ω

2

to the above sum arises from grouping the nonlinear term(4𝑀+𝐷ω∑︁
𝑖=1

𝑢𝑖 (𝑡)𝑈𝑖 (𝑥) · ∇
) 4𝑀+𝐷ω∑︁

𝑖=1
𝑢𝑖 (𝑡)𝑈𝑖 (𝑥)

with respect to the common factors 𝑢𝑖 (𝑡)𝑢𝑖 (𝑡) and 𝑢 𝑗 (𝑡)𝑢𝑙 (𝑡) = 𝑢𝑙 (𝑡)𝑢 𝑗 (𝑡) with
𝑖, 𝑗 , 𝑙 ∈ {1, . . . , 4𝑀 + 𝐷ω} and 𝑙 ≠ 𝑗 . The pressure 𝑃 does not add any dimensions
as one may group profiles with respect to common control coefficients in the
representation of 𝐻. Summarized, plugging (3.25) into (4.2) yields

𝐻 (𝑥, 𝑡) + Δ𝑈 (𝑥, 𝑡) =
𝐷𝓋∑︁
𝑖=1

𝑤𝑖 (𝑡)𝑊𝑖 (𝑥),

for coefficients 𝑤1, . . . , 𝑤𝐷𝓋
∈ 𝐿2((0, 1);R) and universal profiles 𝑊1, . . . ,𝑊𝐷𝓋

∈
𝐶∞(T2;R2) supported in ω.

Remark 4.4. In this remark, we assume that T2 \ ω is simply-connected and
that ω contains a closed square of length 𝐿. Then, instead of using the proof of
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Theorem 3.4, one can define the profile 𝑦 appearing in (3.18) as a function only
of time (c.f. Remark 3.6); in that case, 𝐷ω = 2. If 2𝜋/𝐿 is an integer, one may
slightly increase 𝐿 so that the resulting closed square of side-length 𝐿 is still
contained in ω. Subsequently, an open covering by 𝑀 = ⌈2𝜋/𝐿⌉2 overlapping
squares of side-length 𝐿 can be defined with the properties required in Section 3.1.
See also Example 3.1 for a concrete definition of such a covering. Moreover,
due to (3.18) and the constant-in-space choice of 𝑦, the profile 𝐻 from (4.2) can
be taken as a curve in an explicitly constructed (2 + 14𝑀 + 8𝑀2)-dimensional
space. Since Δ𝑦 = 0 for spatially constant 𝑦, the function Δ𝑈 (·, 𝑡) belongs for each
𝑡 ∈ [0, 1] to a 4𝑀-dimensional space. As a result, we can choose ℱ𝓋 of dimension
2 + 18⌈2𝜋/𝐿⌉2 + 8⌈2𝜋/𝐿⌉4 and ℱ𝓉 of dimension 2 + 8⌈2𝜋/𝐿⌉2. See Section 1.4
for an explicit list of functions that span these spaces.

4.2 Proof of Corollary 1.2

This section briefly recalls a strategy from [40], rendering Corollary 1.2 as a
consequence of Theorem 1.1. Hereto, let 𝑚 ∈ N, which corresponds to 𝑘 ⩾ 2 in
Corollary 1.2. If 𝑘 ∈ {0, 1}, the statement follows from a density argument, as one
can approximate the target states by smooth functions.

Step 1. Stability

Due to the well-posedness of (4.1) in the considered spaces, there exists a
small time 𝜎 > 0 such that for each 𝛿 ∈ [0, 𝜎] and (𝑎, 𝑏) ∈ 𝐻𝑚 × 𝐻𝑚+1 with
∥(𝑎, 𝑏) − (𝑤0, 𝜃1)∥𝐻𝑚×𝐻𝑚+1 < 𝜀/2, one has

∥𝑆𝛿 (𝑎, 𝑏,∇ ∧ 𝑓 (𝑇 − 𝛿 + ·), 𝑔(𝑇 − 𝛿 + ·), 0) |𝑡=𝛿 − (𝑤0, 𝜃1)∥𝐻𝑚×𝐻𝑚+1 < 𝜀.

Step 2. Regularization

On a time interval [0, 𝑇−𝛿0], where 𝛿0 ∈ (0, 𝜎] will be selected below and 𝜎 is
the number from the previous step, all controls are set to zero. Then, the smoothing
effects of the considered viscous and thermally diffusive Boussinesq system imply
that the solution (𝑢, 𝜃) to (1.1) in the Leray-Hopf class, with initial data (𝑢0, 𝜃0)
and forces ( 𝑓 , 𝑔), belongs to the space

𝐶0((0, 𝑇 − 𝛿0]; 𝐻𝑚+1(T2;R2) × 𝐻𝑚+1) ∩ 𝐿2((0, 𝑇 − 𝛿0); 𝐻𝑚+2(T2;R2) × 𝐻𝑚+2).

As a result, one has
(𝑢, 𝜃) (·, 𝑡) ∈ 𝑉𝑚+2 × 𝐻𝑚+2
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for almost all 𝑡 ∈ (0, 𝑇 − 𝛿0), which implies

(𝑤0, �̃�0) ≔ (∇ ∧ 𝑢, 𝜃) (·, 𝑇 − 𝛿0) ∈ 𝐻𝑚+1 × 𝐻𝑚+2

for a well-chosen 𝛿0 ∈ (0, 𝜎], which is fixed from now on. We refer also to
[6, 53–55] regarding Leray-Hopf type solutions and smoothing effects, presented
for the more challenging case of domains with boundaries. Moreover, since the
goal is to prove approximate controllability, we can without loss of generality
assume that the targets 𝑢1 and 𝜃1 are smooth.

Step 3. Control strategy

As the following mechanism is known from [40], we simplify here the presen-
tation by assuming 𝑓 = 𝑔 = 0 in (1.1). Moreover, for the resolving operator 𝑆𝑇 of
(4.1) with time 𝑇 > 0, we abbreviate 𝑆𝑇 (·, ·) = 𝑆𝑇 (·, ·, 0, 0, 0). The next theorem
states two scaling limits from [40]. Similar results have been obtained in [5] for
the primitive equations.

Theorem 4.5. [40, Theorem 3.4] Let 𝑘 ∈ N, 𝑇 , zero average 𝑞 ∈ 𝐶∞(T2;R), and
(𝑤0, 𝜃0) ∈ 𝐻𝑘+1 × 𝐻𝑘+2. Further, denote by Π1(𝑤, 𝜃) ≔ 𝑤 the projection to the
vorticity component of a solution (𝑤, 𝜃) to (4.1). Then, as 𝛿 −→ 0, the limits

Π1𝑆𝛿 (𝑤0, 𝜃0 − 𝛿−1𝑞) |𝑡=𝛿 −→ 𝑤0 − 𝜕1𝑞, (4.12)

𝑆𝛿 (𝑤0 + 𝛿−1/2𝑞, 𝜃0) |𝑡=𝛿 − (𝛿−1/2𝑞, 0) −→ (𝑤0 − (Υ(𝑞) · ∇)𝑞, 𝜃0) (4.13)

hold in 𝐻𝑘 and 𝐻𝑘 × 𝐻𝑘+1, respectively.

Remark 4.6. Lets us briefly describe the idea employed in [40] for proving
Theorem 4.5. Regarding (4.12), the following ansatz is made as 𝛿 −→ 0:

𝑆𝛿 (𝑤0, 𝜃0 − 𝛿−1𝑞) (𝑥, 𝑡) + (0, 𝛿−1𝑞(𝑥)) =[
𝑤0(𝑥)
𝜃0(𝑥)

]
−

[
𝛿−1𝑡𝜕1𝑞(𝑥)

𝛿−1𝑡𝜏Δ𝑞(𝑥) + 𝛿−1𝑡 (𝑄 𝛿 (𝑥, 𝑡) · ∇)𝑞(𝑥)

]
+ 𝑅𝛿 (𝑥, 𝑡),

where 𝑅𝛿 (𝑥, 𝑡) denotes a supposedly small remainder term and

𝑄 𝛿 (𝑥, 𝑡) ≔ Υ

(
𝑤0 −

𝛿−1𝑡𝜕1𝑞

2

)
(𝑥)

for (𝑥, 𝑡) ∈ T2 × [0, 𝛿]. Via energy estimates for the equation satisfied by 𝑅𝛿 , it is
seen that 𝑅𝛿 (·, 𝛿) vanishes in 𝐻𝑘 ×𝐻𝑘+1 as 𝛿 −→ 0. Concerning (4.13), the ansatz
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used in [40] is of the form

𝑆𝛿 (𝑤0 + 𝛿−1/2𝑞, 𝜃0) (𝑥, 𝑡) − (𝛿−1/2𝑞(𝑥), 0) =[
𝑤0(𝑥)
𝜃0(𝑥)

]
−

[
𝛿−1𝑡 (Υ(𝑞) (𝑥) · ∇) 𝑞(𝑥) − 𝛿−1/2𝑡𝜈Δ𝑞(𝑥)

0

]
+ 𝑅𝛿 (𝑥, 𝑡)

for (𝑥, 𝑡) ∈ T2 × [0, 𝛿]. Also in this case, the remainder 𝑅𝛿 (·, 𝛿) is seen to vanish
in 𝐻𝑘 × 𝐻𝑘+1 as 𝛿 −→ 0.

The convergence results of Theorem 4.5 will be combined with the fact that ℰ
from (1.4) contains ± sin(𝑥 · 𝑛) and ± cos(𝑥 · 𝑛) for all 𝑛 ∈ Z2 \ {0}. Let us recall
that

ℰ =
{
𝑞0 + (Υ(𝑞1) · ∇) 𝑞1 + (Υ(𝑞2) · ∇) 𝑞2 | 𝑞0, 𝑞1, 𝑞2 ∈ spanRℰ0

}
,

where ℰ0 collects all functions sin(𝑥 ·𝑛) and cos(𝑥 ·𝑛) for 𝑛 ∈ N×N0. In particular,
there exists an integer 𝑁 ⩾ 0 and

𝑞0, 𝑞1, . . . , 𝑞2𝑁 ∈ spanRℰ0, 𝑄0, 𝑄1, . . . , 𝑄2𝑁 ∈ 𝐶∞(T2;R)

such that
∥𝑊1 − 𝑤1∥𝑚 <

𝜀

3
, (4.14)

where

𝑊1 ≔ 𝑤0 − 𝑞0 −
2𝑁∑︁
𝑖=1

(Υ(𝑞𝑖) · ∇)𝑞𝑖

and
𝑞0 = 𝜕1𝑄0, 𝑞1 = 𝜕1𝑄1, . . . , 𝑞2𝑁 = 𝜕1𝑄2𝑁 .

Starting a trajectory at time 𝑇0 = 𝑇 − 𝛿0 from the state (𝑤0, �̃�0), the following
steps i)-iv) demonstrate how the vorticity in the Boussinesq system (4.1) can be
steered faster than (𝑇 −𝑇0)/(10𝑁 +1), and up to any small error 𝜀 > 0 with respect
to the 𝐻𝑚-norm, to the value

𝑤0 − 𝑞0 − (Υ(𝑞1) · ∇)𝑞1.

Thanks to (4.14), by repeating the below argument (2𝑁 − 1)-times and choosing 𝜀,
one can build a piece-wise (in time) defined trajectory so that the associated
vorticity reaches 𝑊1 in 𝐻𝑚 up to any prescribed error �̃�. After a final application
of Corollary 4.3 to steer the temperature in 𝐻𝑚+1 as close to 𝜃1 as required, the
proof is complete.
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i) For any 𝜀1 > 0, we take 0 < 𝛿3 < (𝑇 − 𝑇0)/(10𝑁 + 1) so small that (4.13)
implies

∥𝑆𝛿3

(
𝑤0 − 𝛿

−1/2
3 𝑞1, Θ̃

)
|𝑡=𝛿3 − (𝑤0 − 𝛿

−1/2
3 𝑞1 − (Υ(𝑞1) · ∇)𝑞1, Θ̃)∥𝐻𝑚×𝐻𝑚+1 < 𝜀1,

where Θ̃ denotes a fixed element of 𝐻𝑚+1 (e.g., choose Θ̃ = 0).
ii) We apply (4.12) and Corollary 4.3, the latter with target temperature Θ̃, in

order to fix a small 0 < 𝛿2 < (𝑇 − 𝑇0)/(10𝑁 + 1) of the form 𝛿2 = 𝛿2,1 + 𝛿2,2 and
a control 𝜁0 ∈ 𝐿2((0, 1);ℱ𝓉) such that

∥𝑆𝛿3

(
𝑆𝛿2

(
𝑤0, �̃�0 − 𝛿−1

2,1𝛿
−1/2
3 𝑄1

)
|𝑡=𝛿2

)
|𝑡=𝛿3

− (𝑤0 − 𝛿
−1/2
3 𝑞1 − (Υ(𝑞1) · ∇)𝑞1, Θ̃)∥𝐻𝑚×𝐻𝑚+1 < 𝜀1,

denoting

𝑆𝛿2 (𝐴, 𝐵) ≔ 𝑆𝛿2

(
𝐴, 𝐵, I[ 𝛿2,1, 𝛿2,2 ]𝐻1, 𝛿2,2 (·, · − 𝛿2,1),

𝛿−2
2,2I[ 𝛿2,1, 𝛿2,2 ]𝜁

0(·, 𝛿−1
2,2(· − 𝛿2,1)), I[ 𝛿2,1, 𝛿2,2 ]𝐴𝛿2,2 (· − 𝛿2,1)

)
.

iii) By an application of Corollary 4.3 with target temperature �̃�0 − 𝛿−1
2,1𝛿

−1/2
3 𝑄1,

we fix 𝜁1 ∈ 𝐿2((0, 1);ℱ𝓉) and 𝛿1 < (𝑇 − 𝑇0)/(10𝑁 + 1) so small that

∥𝑆𝛿3

(
𝑆𝛿2

(
𝑆𝛿1

(
𝑤0, �̃�0, 𝐻1, 𝛿1 , 𝛿

−2
1 𝜁1(·, 𝛿−1

1 ·), 𝐴𝛿1

)
|𝑡=𝛿1

)
|𝑡=𝛿2

)
|𝑡=𝛿3

− (𝑤0 − 𝛿
−1/2
3 𝑞1 − (Υ(𝑞1) · ∇)𝑞1, Θ̃)∥𝐻𝑚×𝐻𝑚+1 < 𝜀1.

Now, for any given 𝜀 > 0, we select the number 𝜀1 > 0 used in the steps above
(hence, we fix a choice of 𝛿1 = 𝛿1(𝛿2, 𝛿3), 𝛿2 = 𝛿2(𝛿3), and 𝛿3) and determine
0 < 𝛿5 < (𝑇 − 𝑇0)/(10𝑁 + 1) via (4.12) such that

∥Π1𝑆𝛿5

(
𝑤0 − 𝛿

−1/2
3 𝑞1 − (Υ(𝑞1) · ∇)𝑞1, 𝛿

−1
5 (𝛿−1/2

3 𝑄1 −𝑄0)
)
|𝑡=𝛿5

− (𝑤0 − 𝑞0 − (Υ(𝑞1) · ∇)𝑞1)∥𝐻𝑚×𝐻𝑚+1 < 𝜀.

iv) By applying again Corollary 4.3, we select 0 < 𝛿4 < (𝑇 − 𝑇0)/(10𝑁 + 1)
and 𝜁2 ∈ 𝐿2((0, 1);ℱ𝓉) such that

∥Π1𝑆𝛿5

(
𝑆𝛿4

(
𝑆3, 𝐻1, 𝛿4 , +𝛿−2

4 𝜁2(·, 𝛿−1
4 ·), 𝐴𝛿4

)
|𝑡=𝛿4

)
|𝑡=𝛿5

− (𝑤0 − 𝑞0 − (Υ(𝑞1) · ∇)𝑞1, Θ̃)∥𝐻𝑚×𝐻𝑚+1 < 𝜀,
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where

𝑆3 ≔ 𝑆𝛿3

(
𝑆𝛿2

(
𝑆𝛿1

(
𝑤0, �̃�0, 𝐻1, 𝛿1 , 𝛿

−2
1 𝜁1(·, 𝛿−1

1 ·), 𝐴𝛿1

)
|𝑡=𝛿1

)
|𝑡=𝛿2

)
|𝑡=𝛿3 .

The so-obtained controls for the velocity and temperature are zero on the union of
time intervals [

𝑇0 + 𝛿1, 𝑇0 + 𝛿1 + 𝛿2,1
]
,[

𝑇0 + 𝛿1 + 𝛿2, 𝑇0 +
3∑︁
𝑙=1

𝛿𝑙

]
,

[
𝑇0 +

4∑︁
𝑙=1

𝛿𝑙, 𝑇0 +
5∑︁
𝑙=1

𝛿𝑙

]
,

while assuming possibly nonzero values in the respective spaces ℱ𝓋 and ℱ𝓉 on
the union of the time intervals

[𝑇0, 𝑇0 + 𝛿1] , [𝑇0 + 𝛿1 + 𝛿2,1, 𝑇0 + 𝛿1 + 𝛿2],
[
𝑇0 +

3∑︁
𝑙=1

𝛿𝑙, 𝑇0 +
4∑︁
𝑙=1

𝛿𝑙

]
.

Remark 4.7. The proof of Corollary 1.2 extends to initial- and target states with
nonzero average. Hereto, one has to add two short average control stages at the
beginning and at the end of “Step 3. Control strategy”. To illustrate this, let us
observe that the velocity and temperature averages of solutions to (1.1) (with body
forces of zero average) behave formally like∫

T2
𝑢(𝑥, 𝑡) 𝑑𝑥 =

∫
T2
𝑢0(𝑥) 𝑑𝑥 +

∫ 𝑡

0

∫
T2
𝜃 (𝑥, 𝑠)𝑒2 𝑑𝑥𝑑𝑠 +

∫ 𝑡

0

∫
ω

𝜉 (𝑥, 𝑠) 𝑑𝑥𝑑𝑠,∫
T2
𝜃 (𝑥, 𝑡) 𝑑𝑥 =

∫
T2
𝜃0(𝑥) 𝑑𝑥 +

∫ 𝑡

0

∫
ω

𝜂(𝑥, 𝑠) 𝑑𝑥𝑑𝑠

for 𝑡 ∈ [0, 𝑇].
To begin with, suppose that 𝑢0 and 𝑢1 are of average 𝐴0 = (𝐴0,1, 𝐴0,2) ∈ R2 and

𝐴1 = (𝐴1,1, 𝐴1,2) ∈ R2, respectively. Further, assume that the averages of 𝜃0 and 𝜃1
are 𝜏0 ∈ R and 𝜏1 ∈ R, respectively. Then, fix two vector fields 𝒶, 𝒷 ∈ 𝐶∞(T2;R2)
with supp(𝒶) ∪ supp(𝒷) ⊂ ω and∫

T2
𝒶(𝑥) 𝑑𝑥 = (1, 0),

∫
T2
𝒷(𝑥) 𝑑𝑥 = (0, 1).
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Moreover, choose profiles 𝜆0,1, 𝜆0,2, 𝜆1,1, 𝜆1,2, 𝑟0, 𝑟1 ∈ 𝐶∞
0 ((0, 1);R) such that∫ 1

0
𝜆0,1(𝑠) 𝑑𝑠 = −𝐴0,1,

∫ 1

0
𝜆1,1(𝑠) 𝑑𝑠 = 𝐴1,1,∫ 1

0
𝑟0(𝑠) 𝑑𝑠 = −𝜏0,

∫ 1

0
𝜆0,2(𝑠) 𝑑𝑠 +

∫ 1

0

∫ 𝑡

0
𝑟0(𝑠) 𝑑𝑠𝑑𝑡 = −𝐴0,2 − 𝜏0,∫ 1

0
𝑟1(𝑠) 𝑑𝑠 = 𝜏1,

∫ 1

0
𝜆1,2(𝑠) 𝑑𝑠 +

∫ 1

0

∫ 𝑡

0
𝑟1(𝑠) 𝑑𝑠𝑑𝑡 = 𝐴1,2

Now, the above proof of Corollary 1.2 is adapted as described in the following
points.

1) Since the arguments in “Step 1. Stability” and “Step 2. Regularization”
likewise work for initial data with nonzero average, no significant changes are made
there: the velocity and temperature equations with zero average body forces and
zero controls preserve the averages of the initial data until the time 𝑇 − 𝛿0.

2) Before starting with “Step 3. Control strategy”, we apply Corollary 4.3
with 𝑏 = 𝜆0,1𝒶 + 𝜆0,2𝒷, 𝐴 = 𝐴0, 𝜏 = 𝑟0, and zero target temperature. Notably, the
velocity and temperature averages are steered exactly to zero by this preliminary
application of Corollary 4.3; see also Remark 3.14.

3) The original target vorticity 𝑤1 in “Step 3. Control strategy” is replaced
by 𝑤𝐴1 = �̃�𝑏 (·, 0), where �̃�𝑏 solves backwards in time the problem (4.10) with
prescribed endpoint 𝑣𝑏 (·, 1) = 𝑤1 and 𝑏 = 𝜆1,1𝒶 + 𝜆1,2𝒷.

4) At the end of “Step 3”, we insert another application Corollary 4.3, now
with 𝑏 = 𝜆1,1𝒶+𝜆1,2𝒷, 𝐴 = 0, 𝜏 = 𝑟1, zero initial temperature average, and desired
target temperature.
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